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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

Announcement of the 2001 Election

In accordance with the provisions of the bylaws, the following Nomi-
nating Committee was appointed to prepare a slate for the election to take
place on 22 May 2001:

James E. West,Chair Allan D. Pierce
Robert E. Apfel Julia H. Royster
Fredericka Bell-Berti Alexandra I. Tolstoy

The bylaws of the Society require that the Executive Director publish in the
Journal at least 90 days prior to the election date an announcement of the

election and the Nominating Committee’s nominations for the offices to be
filled. Additional candidates for these offices may be provided by any Mem-
ber or Fellow in good standing by letter received by the Executive Director
not less than 60 days prior to the election date and the name of any eligible
candidate so proposed by 20 Members or Fellows shall be entered on the
ballot.

Biographical information about the candidates and statements of ob-
jectives of the candidates for President-Elect and Vice President-Elect will
be mailed with the ballots.

CHARLES E. SCHMID
Executive Director

The Nominating Committee has submitted the following slate:

FOR PRESIDENT-ELECT

Robert C. Spindel Richard Stern

SOUNDINGS

1 1J. Acoust. Soc. Am. 109 (1), January 2001 0001-4966/2001/109(1)/1/4/$18.00 © 2001 Acoustical Society of America



FOR VICE PRESIDENT-ELECT

FOR MEMBERS OF THE EXECUTIVE COUNCIL

Mark F. Hamilton William A. Yost

Whitlow W. L. Au David I. Havelock Daniel L. Johnson

Joseph Pope James M. Sabatier Winifred Strange
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Leo L. Beranek receives American Academy
of Arts and Sciences award

The American Academy of Arts and Sciences has awarded its first
Scholar-Patriot Distinguished Service award to Dr. Leo L. Beranek. Dr.
Beranek received the award in honor of his contributions to science, his role
in founding Bolt, Beranek and Newman~BBN! and other engineering and
media companies, and his service on behalf of the community and the na-
tion.

Academy President James O. Freedman said: ‘‘Leo Beranek’s wide-
ranging work in science and engineering has helped shape our world. Dr.
Beranek is a practical visionary who represents all that this Academy stands
for—a scientist and businessman who achieved great distinction in his pro-
fession and a concerned citizen who has served countless educational and
cultural institutions.’’

Dr. Beranek received his Doctorate in Science from Harvard in 1940
and then went on to form Harvard’s first World War II research laboratory
to study Electro-Acoustics. In 1948, he received the Presidential Certificate
of Merit for his war-research contributions, notably advances in the shoring
up of the nation’s radar defenses. Leo Beranek is an Honorary Fellow of the
Acoustical Society of America and served as ASA President from 1954 to
1955. He was awarded the ASA Biennial Award~now R. Bruce Lindsay
Award! in 1944, the Wallace Clement Sabine Medal in 1961, and the Gold
Medal in 1975.

The Academy also dedicated the Leo L. Beranek Library to honor Dr.
Beranek’s achievements and his support of the Academy which was
founded in 1780 by a small group of scholar-patriots.

M. David Egan awarded honorary doctorate

ASA Fellow M. David Egan~Principal Consultant, Egan Acoustics,
Anderson, SC! received an Honorary Doctorate from Clemson University at
Graduation Exercises on 12 August 2000. Clemson awards Honorary Doc-
torates to recognize exemplary achievements and to enhance the reputation
of the University. The citation read, in part,

‘‘Clemson University Professor Emeritus M. David Egan is a
distinguished educator, lecturer, author, and consultant. Born in Tren-
ton, New Jersey, he earned his undergraduate degree from Lafayette
College in 1962 and his master’s degree from the Massachusetts Insti-
tute of Technology in 1966. From 1962 to 1964, he served as a US
Army officer commanding Ordnance troops in the Foreˆt de Trois-
Fontaines, France.

In 1972, Professor Egan joined Clemson’s faculty in the School
of Design and Building. Because of his dedication, expertise, and pro-
fessionalism in the classroom and consulting, he gained the reputation
for being a leader. For more than 30 years, Professor Egan has ex-
celled as an educator in the areas of architectural acoustics, lighting,
fire and life safety, and low-energy design. He has authored seven
major textbooks@including Architectural Acoustics, 1988 and, with
Charles W. Tilley, AIA,Architectural Acoustics Workbook, 2000# and
several sections in reference books for architects and engineers. His
textbooks are not only a part of Clemson’s curriculum, but also the
curricula of more than two hundred schools worldwide.

Professor Egan’s service to Clemson University has placed him in
high regard among his professional and collegiate peers and has
brought credit and recognition to the University and the School of
Design and Building. Principally through his teaching@including lec-
tures on acoustics at more than 40 schools in the US and four other
countries#, writing, and consulting on acoustics@on award-winning
projects in North America, Europe, Africa, and the Middle East#, his
contributions to education and architecture are universally recognized.

His numerous awards include advancement to fellowship in the
Acoustical Society of America~ASA!, election as vice president of the
National Council of Acoustical Consultants~NCAC!, board certifica-
tion by the Institute of Noise Control Engineering~INCE!, honorary
membership in the American Institute of Architects~AIA !, and recog-
nition as Lifetime Distinguished Professor of the Association of Col-
legiate Schools of Architecture~ACSA!.

Professor Egan embodies those ideals that Clemson University
values. His wide recognition and respect as a humanitarian, an author,

and an educator place him in a unique position to represent Clemson
and its mission to audiences throughout the world. Clemson University
holds Professor Emeritus M. David Egan and his lifetime achieve-
ments in the highest esteem, and it is a distinct privilege to honor him
with the presentation of the Doctor of Laws.’’

Professor Egan also has served for 15 years on the Advisory Board of
The Robert B. Newman Student Award Fund, Lincoln, MA. The Fund
awards medals to students for merit in architectural acoustics and the
Schultz Grant to suport teachers and researchers in acoustical education. He
has taught 14 Newman Medalists at Clemson University and 3 Medalists at
the University of North Carolina at Charlotte.

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2001
4–8 Feb. Midwinter Meeting, Association for Research in Oto-

laryngology, St. Petersburg, FL@ARO Office, 19 Man-
tua Rd., Mt. Royal, NJ 08061, Tel.: 856-423-7222; Fax:
856-423-3420; E-mail: meetings@aro.org; WWW:
www.aro.org/mwm/mwm.html#.

15–17 March Annual Meeting, American Auditory Society, Scotts-
dale, AZ @Wayne J. Staab, Ph.D., American Auditory
Society, 512 E. Canberbury Ln., Phoenix, AZ 85022,
Tel.: 602-789-0755; Fax: 602-942-1486; E-mail:
amaudsoc@aol.com; WWW: www.amauditorysoc.org#.

22–25 March ‘‘New Frontiers in the Amelioration of Hearing Loss,’’
St. Louis, MO@Sarah Uffman, CID Department of Re-
search, 4560 Clayton Ave., St. Louis, MO 63110, Tel.:
314-977-0278; Fax: 314-977-0030; E-mail:
suffman@cid.wustl.edu#.

30 Apr.–3 May 2001 SAE Noise & Vibration Conference & Exposi-
tion, Traverse City, MI@Patti Kreh, SAE Int’l., 755 W.
Big Beaver Rd., Suite 1600, Troy, MI 48084, Tel.: 248-
273-2474; Fax: 248-273-2494; E-mail: pkreh@sae.org#.

4–8 June 141st Meeting of the Acoustical Society of America,
Chicago, IL @Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502, Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#. Deadline for receipt
of abstracts: 2 February 2001.

9–13 July 2001 SIAM Annual Meeting, San Diego, CA@Society
for Industrial and Applied Mathematics~SIAM!, Tel.:
215-382-9800; Fax: 215-386-7999; E-mail:
meetings@siam.org; WWW: www.siam.org/meetings/
an01/#.

15–19 Aug. ClarinetFest 2001, New Orleans, LA@Dr. Keith Koons,
ICA Research Presentation Committee Chair, Music
Dept., Univ. of Central Florida, P.O. Box 161354, Or-
lando, FL 32816-1354, Tel.: 407-823-5116; E-mail:
kkoons@pegasus.cc.ucf.edu#. Deadline for receipt of
abstracts: 15 January 2001.

7–10 Oct. 2001 IEEE International Ultrasonics Symposium Joint
with World Congress on Ultrasonics, Atlanta, GA@W.
O’Brien, Electrical and Computer Engineering, Univ.
of Illinois, 405 N. Mathews, Urbana, IL 61801; Fax:
217-244-0105; WWW: www.ieeeuffc.org/2001#.

3–7 Dec. 142nd Meeting of the Acoustical Society of America,
Ft. Lauderdale, FL@Acoustical Society of America,
Suite 1NO1, 2 Huntington Quadrangle, Melville, NY
11747-4502, Tel.: 516-576-2360; Fax: 516-576-2377;
E-mail: asa@aip.org; WWW: asa.aip.org#.

2002
3–7 June 143rd Meeting of the Acoustical Society of America,

Pittsburgh, PA@Acoustical Society of America, Suite
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1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502, Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

2–6 Dec. Joint Meeting: 144th Meeting of the Acoustical Society
of America, 3rd Iberoamerican Congress of Acoustics,

and 9th Mexican Congress on Acoustics, Cancun,
Mexico @Acoustical Society of America, Suite 1NO1, 2
Huntington Quadrangle, Melville, NY 11747-4502,
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org/cancun.html#.
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OBITUARIES

Kerry P. Green • 1955–1998
Kerry P. Green, associate profes-

sor of psychology at the University of
Arizona and a distinguished speech re-
searcher, died suddenly and unexpect-
edly in his sleep on Christmas morn-
ing, 1998, at his parent’s home in
Prescott, Arizona. He was just 43 years
old. He was engaged to be married in
June of 1999. He had just received a
major research grant from the National
Science Foundation and was surely
about to enter the most productive pe-
riod of an already accomplished aca-
demic career.

Kerry began a lifelong interest in
the psychology of thought and percep-

tion as an undergraduate at Ithaca College, where he conducted experiments
on the organization of cognitive categories. He earned a bachelor of arts
degree from Ithaca in 1977. His master’s and doctoral studies were carried
out at Northeastern University, where he earned a Ph.D. in Psychology in
1984. His experimental work at Northeastern focused on the visual pro-
cesses underlying the recognition of American Sign Language and on the
role of vision in spoken language processing. His studies at Northeastern
were the beginning of a highly productive line of work that was aimed at
understanding the complex problem of how sensory information is inte-
grated across visual and auditory modalities, and on the related problem of
how disparate sources of auditory information are integrated to form pho-
netic percepts. Especially noteworthy was a series of influential papers in
collaboration with Joanne Miller that investigated the integration of tempo-
ral cues arising from speaking rate with those arising from the relative
timing of articulatory gestures.

Following his graduate studies at Northeastern, Kerry moved to the
University of Washington as a postdoctoral fellow and, later, as a research
associate. What followed was a highly productive series of investigations
that exploited the McGurk Effect, a powerful illusion created by presenting
subjects with mismatched information in which visual cues signal one
speech sound while acoustic cues signal another. In what was arguably his
single most important contribution to the field, Kerry, in collaboration with
Patricia Kuhl, designed a novel experiment to explore a longstanding prob-
lem in phonetic perception. It had long been known that listeners’ judgments
about the phonetic feature of voicing~e.g., ‘‘b’’ versus ‘‘p’’ ! were influ-

enced by the status of a separate phonetic feature related to the place in the
vocal tract where the speech sound was produced~e.g., ‘‘b’’ versus ‘‘d’’ !.
This apparently arcane detail has attracted a great deal of interest over the
years because of the very different views about how this integration phe-
nomenon might be explained and because of the considerable theoretical
significance attendant to which of those competing views proved to be cor-
rect. Although it had never been quite pinned down, there was a widely held
belief that there was a relatively straightforward psychoacoustic explanation
for this effect. In an ingenious experiment, Green and Kuhl were able to
demonstrate that articulatory place judgments influence voicing judgments
even when the place of articulation percept is entirely illusory, having been
created by the McGurk Effect. This was a powerful demonstration that
seemed to reveal the operation of a pattern recognition system far more
subtle and complex than many had imagined. The ingenuity and insight that
characterize this remarkable study were hallmarks of all of Kerry’s experi-
mental work.

Kerry continued his primary focus on auditory-visual integration after
a 1989 move to the Psychology Department at the University of Arizona.
His interests also expanded to include electrophysiological investigations of
the neurophysiology of speech processing, and to studies on the acquisition
of the sound pattern of a new language. These cross-language investigations
were carried out in collaboration with Mary Zampini, to whom he would
later become engaged. His varied work on the psychology of speech per-
ception led to eight research grants, including major awards from the Na-
tional Institutes of Health and the National Science Foundation.

Kerry was also a model teacher and mentor. Students flocked to his
laboratory in part because of his broad expertise in experimental psychol-
ogy, in part because of his infectious enthusiasm, and in part because of a
richly deserved reputation for kindness and generosity.

Kerry had a rich and full life outside of the research laboratory and
classroom. He was a fine athlete and an especially fine and fearless skier,
having skied both competitively and recreationally from the age of eight. He
was also an avid outdoors man, cook, auto mechanic, and card shark. He
showed courage in surviving life-threatening surgery to remove a brain tu-
mor, and in patiently enduring the arduous physical and speech therapy that
would eventually restore his health.

In addition to Mary Zampini, Kerry is survived by his parents, Justin
and Grace of Prescott, Arizona, brother Justin of Breckenridge, Colorado,
and sister Allison of Knoxville, Tennessee.

JAMES M. HILLENBRAND
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Harry B. Miller • 1916–1999
Harry B. Miller, Fellow of the

Acoustical Society of America, died
on 8 February 1999 from injuries he
sustained in a car accident. Harry
loved acoustics and brought a high
level of enthusiasm and an unusual de-
gree of ingenuity to all his work over a
professional career that spanned 55
years. Harry also loved the Acoustical
Society with all its activities and meet-
ings and was a member for 51 years.
He worked in many fields of acoustics
but specialized in development of elec-
troacoustic transducers and methods
for acoustic measurements. He also
had a lifelong love of music: playing

the viola and piano, singing in various organizations, and taking an interest
in studying and improving musical instruments.

After graduation from the Boston Latin School, Harry attended
Harvard where he received a bachelor’s degree in chemistry. He later earned
a master’s degree in physics from the Case Institute of Technology.

Harry began his industrial career in 1940 at the Brush Development
Company ~later the Clevite Corporation! in Cleveland, OH. During this
period he worked on a variety of acoustic projects including both air acous-
tics and underwater acoustics. He participated in development of hearing
aids, public address microphones, air-dropped sonobuoys, low side lobe
transducers for homing torpedoes, hull-mounted active sonar arrays, and
methods for suppression of cavitation. At Clevite he rose to become head of
the acoustic engineering department.

In 1960 Harry joined General Dynamics in Rochester, NY as manager
of the Advanced Development Electroacoustics Laboratory where he was
responsible for development of major sonar systems for the Navy. In 1968
he joined the Naval Underwater Systems Center~NUSC! in New London,
CT @now the Naval Undersea Warfare Center~NUWC! in Newport, RI#
where he first concentrated on development of new high power transducers
for the Navy’s latest surface ship active sonar systems. After 27 years and
various other sonar projects he retired from NUWC in 1995. Upon his
retirement he received the Decibel Award which was established over 50
years ago at the Navy Underwater Sound Laboratory in New London, CT to
honor those who have achieved distinction in the fields of sonar or under-
water acoustics.

Throughout his long career Harry’s broad training in chemistry, phys-
ics, and engineering combined with his enthusiasm and ingenuity often led
to significant results. One of the best examples is prestressing~or mechani-

cal biasing! of the piezoceramic in longitudinal resonator transducers. Harry
developed a method of prestressing for these transducers, which made them
much more reliable at high power. Since then prestressing the ceramic has
been extended to other transducer types such as the flextensionals.

Another development of Harry’s was a method for using stacks of
piezoceramic rings in the 33 mode for longitudinal resonator transducers,
which allowed more efficient use of the ceramic’s electromechanical prop-
erties. Combining prestressing with the 33 mode resulted in longitudinal
resonator transducers that had greater bandwidth and were more efficient
and reliable than they had been before these improvements. The Navy has
used such transducers by the thousands in both submarine and surface ship
sonar systems.

Harry also displayed his ingenuity in the recording field. In a project
for the Civil Aviation Authority he developed an early type of digital pro-
cessing which resulted in a method of tape recording that was more linear
than existing methods. He also developed an antistatic vinyl phonograph
record by finding the precise quantity and characteristics of carbon black
required to reduce the resistivity of vinyl to the appropriate level.

Harry had a strong interest in acoustic measurements and was one of
the first to realize that Seneca Lake in New York offered good conditions for
making the measurements needed to evaluate the large transducer arrays that
were being developed for the Navy. He played a major role in setting up a
measurement barge at Seneca Lake and making such measurements as part
of his work in General Dynamics.

At NUWC he continued his work in acoustic measurements by devel-
oping dummy load techniques for evaluating individual transducer elements
being built as surface ship sonar prototypes. Another concept he initiated at
NUWC replaced individual hydrophones in a passive array with small
groups of hydrophones in which each group could be adapted to reduce
hull-generated noise.

Harry participated in various activities of the Acoustical Society. He
served as a member and chair of the Technical Committee on Engineering
Acoustics and on the Membership Committee. He arranged and chaired
special sessions on a variety of topics at several meetings of the Acoustical
Society and was also active in the Narragansett Chapter of the Society.

Over his long career Harry was the author of many papers and reports
on a wide variety of acoustical subjects. He also wrote a book on analysis of
piezoelectric transducers, and he compiled and edited the bookAcoustic
Measurements: Methods and Instrumentationwhich is Vol. 16 of Bench-
mark Papers in Acoustics. He wrote entertaining book reviews which not
only aroused the interest of prospective readers, but also provided a guide on
how to use the book to meet their particular needs. Harry is survived by his
wife, Vivian, who he married in 1941.

CHARLES H. SHERMAN
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gree of ingenuity to all his work over a
professional career that spanned 55
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ings and was a member for 51 years.
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troacoustic transducers and methods
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developed a method of prestressing for these transducers, which made them
much more reliable at high power. Since then prestressing the ceramic has
been extended to other transducer types such as the flextensionals.

Another development of Harry’s was a method for using stacks of
piezoceramic rings in the 33 mode for longitudinal resonator transducers,
which allowed more efficient use of the ceramic’s electromechanical prop-
erties. Combining prestressing with the 33 mode resulted in longitudinal
resonator transducers that had greater bandwidth and were more efficient
and reliable than they had been before these improvements. The Navy has
used such transducers by the thousands in both submarine and surface ship
sonar systems.

Harry also displayed his ingenuity in the recording field. In a project
for the Civil Aviation Authority he developed an early type of digital pro-
cessing which resulted in a method of tape recording that was more linear
than existing methods. He also developed an antistatic vinyl phonograph
record by finding the precise quantity and characteristics of carbon black
required to reduce the resistivity of vinyl to the appropriate level.

Harry had a strong interest in acoustic measurements and was one of
the first to realize that Seneca Lake in New York offered good conditions for
making the measurements needed to evaluate the large transducer arrays that
were being developed for the Navy. He played a major role in setting up a
measurement barge at Seneca Lake and making such measurements as part
of his work in General Dynamics.

At NUWC he continued his work in acoustic measurements by devel-
oping dummy load techniques for evaluating individual transducer elements
being built as surface ship sonar prototypes. Another concept he initiated at
NUWC replaced individual hydrophones in a passive array with small
groups of hydrophones in which each group could be adapted to reduce
hull-generated noise.

Harry participated in various activities of the Acoustical Society. He
served as a member and chair of the Technical Committee on Engineering
Acoustics and on the Membership Committee. He arranged and chaired
special sessions on a variety of topics at several meetings of the Acoustical
Society and was also active in the Narragansett Chapter of the Society.

Over his long career Harry was the author of many papers and reports
on a wide variety of acoustical subjects. He also wrote a book on analysis of
piezoelectric transducers, and he compiled and edited the bookAcoustic
Measurements: Methods and Instrumentationwhich is Vol. 16 of Bench-
mark Papers in Acoustics. He wrote entertaining book reviews which not
only aroused the interest of prospective readers, but also provided a guide on
how to use the book to meet their particular needs. Harry is survived by his
wife, Vivian, who he married in 1941.
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Acoustic Phonetics

Kenneth N. Stevens

MIT Press, Cambridge, MA, 1999.
viii1607 pp. Price: $60.00 hc ($35.00 pb).
ISBN: 026219404-X hc (026269250-3 pb).

Acoustic phonetics is a relatively young science, having been system-
atized with the 1960 publication of Gunnar Fant’sAcoustic Theory of
Speech Production. Fant’s text presented the theory buttressed by his own
empirical work as well as by modeling efforts by scientists working in the
United States, and the field of acoustic phonetics and its many associated
disciplines ~speech physiology, speech perception, speech synthesis, and
automatic speech and speaker recognition, to name a few! was off and
running. One of the scientists who performed some of the early, well-known
modeling work was Professor Kenneth Stevens of MIT, who with Dr.
Arthur House extended some of the concepts of the acoustic theory in novel
ways. Now, Professor Stevens has written a text entitledAcoustic Phonetics,
and it is a remarkable accomplishment. The text not only presents the state-
of-the-art 40 years removed from Fant’s book, but employs a probing, di-
dactic approach that gives the material the feel of having evolved under the
influence of teaching many students. This almost certainly accounts for the
linear, crystal-clear way in which the information is developed and applied,
and for the very creative use of figures and charts. It seems to me that after
reading the ten chapters of this book, a motivated student or interested
scientist with little or no previous knowledge of acoustic phonetics would
know quite a lot about the subject, and in a fair amount of depth. This reader
would also understand, very clearly, Professor Stevens’ point of view about
this material, summarized in the preface: ‘‘The theme of this book is to
explore the~se! relations between the discrete linguistic features and their
articulatory and acoustic manifestations’’~p. vii!.

Chapter 1 presents an overview of the anatomy and physiology of
speech production. The anatomy is much like that presented in many text-
books dealing with the head, neck, and respiratory system, but Stevens also
brings in more recent information, specifically on the fine structure of the
vocal folds as well as on cross-sectional geometries of the vocal tract and
sinuses derived from magnetic resonance imaging studies. The speech
physiology section of the chapter is most impressive and to this writer’s
knowledge unique in the sense of not being available in any other source
book on speech production or acoustics. This section contains extensive
material on aerodynamic processes and articulatory kinematics, both critical
for much of the acoustic modeling presented in subsequent chapters.

Chapter 2 is a treatise on source mechanisms in speech acoustics. The
accepted theory of speech acoustics is often referred to as the source–filter
theory, because the output of the vocal tract is a combination of source and
filter mechanisms; stated in acoustic terms, the acoustic properties of the
filter shape the acoustic properties of the source. Sources can be located at
lots of different locations throughout the speech mechanism, and include
most notably the periodic source generated by the vibrating vocal folds and
the various aperiodic sources generated at the level of the larynx and
throughout the vocal tract. Stevens devotes a good deal of attention to the
theory of vocal-fold vibration and its aerodynamic and acoustic conse-
quences. This fairly complex material is developed as a series of modeling
steps that always has one eye on the underlying motions of the vocal folds
and the other on the aerodynamic consequences of those motions, the prize

being the understanding of how this results in the glottal source spectrum for
vowels and other voiced sounds. If I were going to select a passage from the
textbook literature as an outstanding example of how to develop a complex
set of concepts, the material on pages 56 through 64 would be my choice.
Stevens also includes information on how variation in the periodic source is
achieved and why those variations result in predictable acoustic conse-
quences. Then, the chapter moves into turbulent noise sources, followed by
information on transient sources and even suction sources. This presentation
makes extensive use of theoretical calculations derived from circuit models
of the source mechanisms; later in the text these calculations are compared
with real data.

Chapter 3, ‘‘Basic Acoustics of Vocal Tract Resonators,’’ treats the
filter part of the theory. Here, the transfer function of the vocal tract—the
tube extending from the vocal folds to the lips—is introduced and elaborated
in terms that will be familiar to speech scientists. Stevens does, however,
add interesting and new details to the story, and in particular follows the
all-pole exposition with an analytically and intuitively satisfying account of
how zeros modify the transfer function. Coverage of tube resonators is fol-
lowed by a unique presentation of the theory of tube resonances as modified
by local constrictions, commonly referred to in speech science circles as
perturbation theory. The chapter also includes detailed information on
losses in sound transmission through the vocal tract, and excitation of vocal-
tract resonators. The special case of coupled resonators is treated with at-
tention to the obvious case of nasals, where the nasal pathways serve as a
side branch to the vocal tract, and to the less-often discussed case of cou-
pling to subglottal resonators. The latter has special relevance when vocal-
fold vibration is characterized by incomplete closure, as during breathy
voicing and the production of some voiceless consonants. The inclusion of
detailed material on coupling to subglottal resonators is quite unique among
available texts.

Chapter 4, entitled ‘‘Auditory Processing of Speechlike Sounds,’’ is
meant to prepare the reader for a consideration of how the theory and data of
speech acousticsmightbe brought to bear on a theory of speech perception.
The material on auditory anatomy, physiology, and psychophysics can serve
as a starting point for discussion of the role of general auditory processes in
speech perception. The chapter concludes with a review of several experi-
ments that implicate this role directly, and later in the text~Chapters 6–9!
other speech perception experiments are mentioned which depend to some
extent on information contained in the current chapter.

Chapter 5, ‘‘Phonological Representation of Utterances,’’ is the brief-
est chapter in the text yet it focuses the point of view quoted above from the
preface. Stevens compresses much of what has driven speech science re-
search over the past 40 years into the following passage: ‘‘We suppose,
then, that words are stored in memory as sequences of segments, and each of
these segments is represented as an array of distinctive features. The par-
ticular inventory of features that are used to make distinctions between
words in languages is determined both by the properties of the articulatory
system that generates speech and by the characteristics of the human audi-
tory system that processes speech.The features have correlates both in the
articulatory and in the acoustic and auditory domains. The features for each
segment...define which articulators are to be controlled, and provide a broad
specification of how these articulators are to be manipulated. The features
also specify the intended attributes of the sound that arises from the articu-
latory movements. These constraints on the articulation and on the sound
pattern determine the detailed pattern of articulatory movements that are
needed to implement the features within a segment’’~p. 244, italics added!.
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The chapter goes on to describe a two-category system of features that
neatly summarizes Stevens’ concern with the role of linguistics in physi-
ological, acoustic, and perceptual accounts of spoken language.

Chapters 6, 7, 8, and 9 get down to the business of detailed theoretical
and empirical accounts of speech sound categories. The chapter on vowels
~Chapter 6! explores all aspects of vowels that have been of interest to
speech scientists, and does so with liberal use of spectrographic and spectral
displays. Great care is taken in the description of these individual examples
and the patient reader will be rewarded by spending time with these thought-
fully selected illustrations. In particular, Stevens provides an interesting
treatment of the nasalized–non-nasalized distinction for vowels, a topic gen-
erally not well covered~or covered at all! in most texts of this genre. Chap-
ter 7 deals with stop consonants, and here the aerodynamic foundations from
Chapter 2 are deployed and elaborated with great skill. Intertwined with the
presentation of stop acoustics is a novel presentation of the formant transi-
tion characteristics of the closure and release phases of stop consonant pro-
duction; the theoretical and empirical aspects of the transition phenomena
should be of great interest to working scientists. Fricatives, affricates, and
more information on stops is presented in Chapter 8, where Stevens contin-
ues the interplay of theory and data, of underlying mechanism and acoustic
result. I was particularly impressed with the material on aspiration, a phe-
nomenon that is used by many languages of the world to signal the distinc-
tion between voiceless and voiced consonants~such as English ‘‘p’’@aspi-
rated# vs ‘‘b’’ @unaspirated#!, but which is also prominent in the ‘‘h’’ sound
and in breathy voice qualities. Chapter 9 presents information on the class of
sounds calledsonorants, which include nasals~such as ‘‘m’’ and ‘‘n’’!,
glides ~‘‘w’’ and ‘‘y’’ !, and liquids~‘‘r’’ and ‘‘l’’ !.

Those familiar with the field of acoustic phonetics and with available
textbooks in the discipline will not have encountered the depth of treatment
evident in Chapters 6–9, and those of us who have been studying this area
for a long time will learn something they didn’t know after reading these
beautifully crafted chapters. It is almost as if Stevens adopted a ‘‘case-
study-in-the-life-of-a-speech-sound’’ approach in the writing of these chap-
ters and, like an outstanding investigative reporter, unearthed the many in-
dividual characteristics of that life and in so doing produced a whole much
larger than the sum of its parts.

Chapter 10, ‘‘Some Influences of Context on Speech Sound Produc-
tion,’’ closes the book with a consideration of how the acoustic character-
istics of speech sounds are affected by different aspects of context. In pre-
vious chapters there is some of this information, such as the variability in
acoustic characteristics of stops depending on vowel context, but Chapter 10
extends the concept by providing discussion of some well-known effects
~such as vowel reduction! that have been the focus of a good deal of re-
search.

Stevens’ book belongs in the library of any scientist interested in spo-
ken language. It is certainly the best acoustic phonetics textbook available at
this time, and will probably assume the mantle of discipline ‘‘bible’’ for
many years to come. The clarity of writing, careful use of graphics, and
comprehensive nature of the presentation are noteworthy, and at least in this
opinion set the standard for how a textbook can be written to be truly useful.
As a course text, the book is most appropriate for a graduate-level class
aimed at students with some engineering background, the more the better.
Much of the book can be appreciated without any analytical sophistication,
but the substantial and theoretically compelling modeling component will be
missed by those without the proper technical background.

GARY WEISMER
Department of Communicative Disorders & Waisman Center
1975 Willow Drive
University of Wisconsin-Madison
Madison, Wisconsin 53706

Low Frequency Scattering

George Dassios and Ralph Kleinman

Oxford University Press, New York: Clarendon Press, 2000.
Price: $115.00 (hardcover) ISBN: 019853678X.

Written by two leading experts on the subject, this book provides a
solid treatment of wave scattering by ‘‘small’’ objects. Techniques and re-

sults are presented in three physical areas: acoustics, electromagnetics, and
elastodynamics.

The overriding theme of the book is to cast the low frequency scatter-
ing problem into a sequence of simpler potential problems for determining
the terms of a power series expansion, and to solve the latter iteratively.
Emphasis is placed on three-dimensional boundary value or scattering prob-
lems involving interior~referred to in the book as transmission problems!
and exterior domains and simple constitutive materials. The presentation is
mathematical and theoretically oriented.

The book is organized logically into eight chapters, each of which is
divided into sections focusing on one of the three physical fields. Chapters 1
and 2 introduce the relevant theory and results from wave scattering in
general; Chaps. 3–6 develop the low frequency expansion method; and
Chaps. 7 and 8 present explicit results for simple shapes such as sphere and
ellipsoid.

Chapter 1, entitled ‘‘basic theory,’’ summarizes the differential equa-
tions, boundary conditions, and radiation conditions governing the three
types of fields. The scattering problems are carefully defined and catego-
rized. These include boundary value problems with Dirichlet~soft!, Neu-
mann~hard!, and Robin~impedance! conditions in acoustics; the perfectly
conducting and Leontovich~impedance! conditions in electromagnetics; Di-
richlet ~rigid! and Neumann~cavity! conditions in elasticity as well as trans-
mission problems for homogeneous scatterers in all three areas. The excita-
tion is confined to uniform ‘‘plane waves, point source or superposition of
plane waves and/or point source’’~which admit a series expansion in pow-
ers of the wave number!. The authors also emphasize the distinction be-
tween lossless or lossy medium because of differences in the resulting for-
mulations. Viscoelastic media and other complex materials~e.g.,
anisotropic! are not treated.

Chapter 2, entitled ‘‘integral representation and scattering theorems’’
sets out to build the stage for the discussion of low frequency scattering by
providing specific formulations from general scattering theory. It covers the
relevant forms of integral representations, asymptotic expressions for far
fields, and definitions of various terms such as the scattering amplitude and
scattering cross section. The derivation of several scattering theorems is also
outlined. Enough detail is included so that readers with background in only
one of the areas can easily follow the discussion.

Chapter 3, entitled ‘‘low frequency expansions’’ is one of the two core
chapters in this book~the other being Chap. 5!. The authors describe in great
detail the techniques and steps used to develop thecompletelow frequency
expansion, for all ten problems specified. The key idea in these develop-
ments is to substitute in the integral representation the low frequency ex-
pansions as the formal solution. This transforms the general scattering prob-
lem into problems of finding the expansion coefficients, which are then
cleverly cast as potential problems and solved iteratively from low to higher
order terms. Attention is paid to the derivation details and to some level of
mathematical rigorousness.

The formalism given in Chap. 3 is based on surface integral represen-
tation. In Chap. 4, entitled ‘‘the transmission problem revisited,’’ the au-
thors provide another derivation of the low frequency expansions for trans-
mission problems using volume integrals. This approach turns out to be
more effective, especially for electromagnetic problems. The result for lossy
electromagnetic transmission problems, not discussed in Chap. 3, is treated
in this chapter using the volume integral approach.

In Chap. 5, entitled ‘‘Rayleigh scattering,’’ the authors study a topic of
long history by starting with a more formal mathematical definition of Ray-
leigh scattering as the first or dominant term in the low frequency expan-
sions. Following this idea, the general results obtained in Chaps. 3 and 4 are
particularized into more explicit expressions for the Rayleigh terms of rel-
evant quantities of interest, including the scattering amplitudes, differential
scattering cross section, and total cross section.

Chapter 6, entitled ‘‘integral equations’’ is not intended as a treatment
of integral equation techniquesper se, but concentrates on providing a list of
integral equations governing the expansion coefficients. This will prove use-
ful in numerical implementation of the low frequency expansion method.

Chapters 7 and 8, entitled ‘‘the sphere’’ and ‘‘the ellipsoid,’’ respec-
tively, are a compilation of results for simple 3-D shapes and plane wave
excitation. Results for acoustic problems with point source excitation are
also provided.

The book also includes a 20-page bibliography and a 7-page list of
symbols. As noted in the preface, ‘‘not all aspects of low frequency scatter-
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ing are discussed in this book.’’ The authors mention several topics left out
and provide corresponding references.

On the debit side, the reviewers felt that the authors have neglected
two important problems. One is the validity of the low frequency expansion.
The authors refer to this question briefly in one sentence on p. 79 by pro-
viding two references, which are not easily available. The other is the con-
vergence properties of the resulting series.

In summary, this book has provided by far the most complete and
systematic treatment of methods and techniques in low frequency scattering.
The unified consideration of acoustic, electromagnetic, and elastic waves
has once again proved to be very fruitful. The book is a valuable addition to
the literature on wave scattering, and can serve as a good reference book for
graduate students and researchers.

KAI DU
212 EES, Department of Engineering Science and Mechanics
Pennsylvania State University
University Park, Pennsylvania 16802

VASUNDARA V. VARADAN
212 EES, Department of Engineering Science and Mechanics
Pennsylvania State University
University Park, Pennsylvania 16802 [S0001-4966(00)03512-8]

Coarticulation: Theory, Data, and Techniques

William J. Hardcastle and Nigel Hewlett „Eds. …

Cambridge University Press, Cambridge, UK, 2000.
xiii1386 pp. Price: $64.95 ISBN: 0521440270.

No phenomena has preoccupied speech research like coarticulation.
The term coarticulation refers to the fact that the acoustic and articulatory
characteristics of speech segments vary with context. For example, lip po-
sition during /s/ in ‘‘see’’ is different than the lip rounding for the /s/ in
‘‘Sue’’ and as a result the two fricatives have different acoustic spectra.
Since its first identification, this context-conditioned variation has shaped
both theory and experiment. Liberman~1996!, for example, credits the re-
sults of an early study on the effects of context on consonant identification
for shaping his views on speech perception. In the earliest physiological
studies of speech production, the smoothness and continuity of articulation
that was evident in recordings so surprised Rousselot that he discarded trials
that he couldn’t segment easily as recording errors~Tillman, 1994!.

Coarticulation remains as elusive today as in Rousselot’s time. In part,
the enduring nature of the ‘‘problem of coarticulation’’ stems from the
inaccessibility of the speech articulators and this is evident in Hardcastle and
Hewlett’s book. Close to one-third of the present volume is dedicated to
instrumental techniques that can be used to measure coarticulation during
speech production. However, there are conceptual/theoretical reasons that
contribute to the persistence and prominence of coarticulation in speech
research. A dynamic tension exists between the idea of a sequence of sepa-
rate phonetic units and the fluidity of motor control and no existing ap-
proach can resolve this.

Fluidity is a characteristic of all movements and there is evidence that
something akin to coarticulation occurs in any rapid motor sequence. In
typing, musical performance, sign language, etc.~e.g., Engelet al., 1997;
Moore, 1992; Soechting and Flanders, 1997; Tyroneet al., 1999!, move-
ments exhibit smoothness and context sensitivity and are overlapping in
time. The speech field and the papers in this volume have tended to ignore
the generality of this character of movement and thus there has been little
cross-fertilization between the various disciplines studying movements in
context.

Coarticulation: Theory, Data and Techniquesis still a welcome addi-
tion to the literature on this topic. It provides the field with a solid review of
the current speech data and speech models. The volume grew from a large-
scale research project on coarticulation funded through the European
Union’s ESPRIT program. The project addressed acoustic and articulatory
relations in seven languages~English, French, German, Italian, Irish Gaelic,
Swedish, and Catalan! with the aim of using this linguistic diversity to

isolate more universal characteristics of coarticulation. Many but not all of
the chapters were written by members of this team. The book is divided into
four sections:~1! an historical and theoretical overview,~2! a review of
coarticulation data for individual articulators~e.g., lingual coarticulation!,
~3! a so-called ‘‘wider perspectives’’ section, and~4! an instrumental tech-
niques section.

The term coarticulation was first coined by Menzerath and de Lacerda
in 1933 to describe the continuity in their kymograms of airflow during
German consonant–vowel sequences. The opening chapter by Barbara
Kühnert and Francis Nolan gives a broad overview of the historical back-
ground to the concept of coarticulation, including work prior to 1933 that
struggled with the dynamic character of speech as well as the more recent
theoretical developments. In the other chapter in this first section, Edda
Farnetani and Daniel Recasens provide a comprehensive overview of the
different theoretical approaches to the phenomenon. Unfortunately some of
the ground covered in the first chapter is repeated here and as well in
Farnetani’s later chapter on labial coarticulation. In spite of this repetition,
the chapter on models of coarticulation provides useful summaries of major
approaches and a fair evaluation of strengths and weaknesses of each. They
correctly point out that no current theory can account for all of the reported
data.

And there are a lot of data! The second section of the book is devoted
to the major findings and the minutia of speech coarticulation with separate
chapters on coarticulation in the tongue, larynx, velopharyngeal port, lips,
and lip/jaw system. These chapters provide excellent summaries of the facts
of speech coarticulation from a range of languages and from data derived
from many different techniques.

The third section called ‘‘wider perspectives’’ contains two very good
chapters that presumably did not fit anywhere else. Sharon Manuel describes
subtle differences in coarticulation in different languages and considers how
these differences can be used to think about linguistic contrast. Mary Beck-
man discusses the relations between coarticulation and phonological repre-
sentation.

The final section contains chapters on data recording methods that are
used to study coarticulation. The list of techniques is not exhaustive and
reflects the interests and laboratories of those involved in the ESPRIT re-
search grant. The section includes chapters on palatography, magnetic reso-
nance and ultrasonic imaging, electromagnetic articulography, electromy-
ography, and acoustic analysis and techniques for studying velopharyngeal
and laryngeal articulation. From my perspective, this is the least useful part
of the book. The aim of the book is not to act as a speech science primer.
Further, techniques change quickly and some of the technique descriptions
already could be updated.

In the end, this book is a good milepost in the study of speech coar-
ticulation. It provides thoughtful and balanced summaries of the data and
theories as of 1999. However, no final conclusions, no consensus seems to
have emerged from the European research project on the nature of coarticu-
lation. Presumably, this will await a more general understanding of rapid
motor sequencing.
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5,992,215

43.35.Zc SURFACE ACOUSTIC WAVE MERCURY
VAPOR SENSORS

Joshua J. Caron et al., assignors to Sensor Research and
Development Corporation

30 November 1999„Class 73Õ24.01…; filed 29 May 1997

Gaseous mercury in air is a dangerous pollutant. The invention makes
use of supersonic surface acoustic waves in a sensor design appropriate for
in situ monitoring. This is a good example of how known acoustical prin-
ciples can be applied to seemingly unrelated fields. The patent is interesting,
clearly written, and includes more than a dozen helpful illustrations.—GLA

5,764,783

43.38.Ja VARIABLE BEAMWIDTH TRANSDUCER

Michael W. Ferralli, assignor to Technology Licensing Company
9 July 1998„Class 381Õ160…; filed 16 January 1996

The inventor’s earlier patents set forth the basic geometry shown.
Plane waves from transducer12 are reflected from curved/conical surface
11, which is shaped such that a ring-shaped virtual origin is created at14.

This variant covers the case where the transducer is shifted off-center to
location12a, which results in an asymmetric coverage pattern.—GLA

5,793,001

43.38.Ja SYNCHRONIZED MULTIPLE
TRANSDUCER SYSTEM

Michael W. Ferralli, assignor to Technology Licensing Company
11 August 1998„Class 181Õ155…; filed 16 January 1996

The geometry of United States Patent 5,764,783~see preceding patent
review! is augmented by an optional second, larger transducer. More impor-
tantly, the sound field produced by these transducer/reflector combinations
is synchronized with that from a third, nonreflected source—a low-
frequency loudspeaker, for example.—GLA

5,988,314

43.38.Ja SOUND OUTPUT SYSTEM

Hirokazu Negishi, assignor to Canon Kabushiki Kaisha
23 November 1999„Class 181Õ144…; filed in the United Kingdom 9

December 1987

The invention is a variant of Canon’s basic ‘‘audio mirror’’ geometry
in which sound energy from a loudspeaker is bounced off a generally coni-
cal reflector. In this case, the directional patterns of symmetrical right and
left loudspeaker systems are designed to offset the Haas effect and thus
expand the usable listening area for two-channel stereo reproduction.—GLA

6,031,919

43.38.Ja LOUDSPEAKER SYSTEM AND SOUND
REPRODUCING APPARATUS

Osamu Funahashi and Norimitsu Kurihara, assignors to
Matsushita Electric Industrial Company, Limited

29 February 2000„Class 381Õ150…; filed in Japan 3 April 1996

In this bandpass speaker system, passive radiator401 is coupled to
driving speaker402 through air chamber404. Notice that subenclosure406
is supported entirely from main baffle403a. This geometry is the inven-
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tion’s novel feature. Since the top panel is assumed to be more rigid than the
other panels~why?!, side panel vibration is said to be reduced and sound
quality improved.—GLA

6,031,920

43.38.Ja COAXIAL DUAL-PARABOLIC SOUND
LENS SPEAKER SYSTEM

David Wiener, Park City, Utah
29 February 2000„Class 381Õ160…; filed 16 May 1997

Tweeter pod30 contains three high-frequency transducers32 whose
centers33 are vertically aligned with the focal point of upper parabolic
reflector 20. Sound energy from low-frequency loudspeaker36 fires up-
wardly into sound dispersion lens38 and then to parabolic reflector22.
Looking at the diagram, one would expect the large skirt of tweeter pod30

to scatter reflections from upper parabola20. Not to worry. ‘‘Particularly,
the upper parabolic portion is designed to reflect sound waves emitted by the
tweeter drivers around the mid/woofer pod, to thereby reduce any potential
interference by the mid/woofer pod with the high frequency sound waves.’’
So much for potential interference; what about actual interference?—GLA

6,035,052

43.38.Ja ACOUSTIC TRANSDUCER

Masao Fujihira et al., assignors to Sony Corporation
7 March 2000 „Class 381Õ401…; filed in Japan 31 March 1997

Induction-type loudspeakers date back to the 1930s. The big advantage
is that no electrical connections are made to the moving system. The main
disadvantage is that induction speakers are notoriously inefficient. In this
new Sony design, single-turn coil7 is bonded to diaphragm50 and im-
mersed in a cone-shaped magnetic field between pole pieces15 and 30.

Fixed driving coil1 is wound in a kind of spiral staircase fashion. Since the
primary coil is not contained within the magnetic gap, it can have a great
many turns of wire. A variant is described which has additional, tapped
primary coils and which can be driven from a digital signal.—GLA

6,068,080

43.38.Ja APPARATUS FOR THE REDISTRIBUTION
OF ACOUSTIC ENERGY

Emanuel LaCarrubba, Sausalito, California
30 May 2000„Class 181Õ155…; filed 13 April 1998

This apparatus in essence is an arrangement of acoustic reflectors in-
tended to distribute sound produced by a transducer relatively uniformly
over a broad area. The reflecting surfaces here are portions of ellipsoids of
revolution, with the transducer mounted at one of their foci.—EEU

6,016,473

43.38.Md LOW BIT-RATE SPATIAL CODING
METHOD AND SYSTEM

Ray M. Dolby, San Francisco, California
18 January 2000„Class 704Õ500…; filed 7 April 1998

The overnight popularity of music transmission via the internet has
stimulated new research into subjectively acceptable low bit-rate encoding.
The invention does not attempt to simultaneously reproduce multiple audio
channels. Instead, it identifies and then localizes the dominant sound field at
any given time. ‘‘Because the system is based on the premise that only
sound from a single direction is heard at any instant, the decoder need not
apply a signal to more than two sound transducers at any instant.’’—GLA

5,946,391

43.38.Si TELEPHONES WITH TALKER SIDETONE

Trevor Dragwidge et al., assignors to Nokia Mobile Phones
Limited

31 August 1999„Class 379Õ391…; filed in the United Kingdom 24
November 1995

The patent document explains that in telephony ‘‘sidetone’’ is a desir-
able effect which occurs when a talker hears a small amount of his own
voice in the earpiece. In conventional telephones, the relative sidetone am-
plitude is held as nearly constant as possible. However, this means that
background noise will also be picked up and fed back to the earpiece, which
is undesirable. As a matter of fact, the classic Western Electric carbon
transmitter did a good job of discriminating between background noise and
the talker’s voice. Because more modern microphones do not, the invention
relies instead on electronic circuitry to control sidetone gain in relation to
the magnitude of the input signal. A preprogrammed comparator sets a first
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level of gain when the input signal exceeds an upper threshold level, and
sets a second level of gain when the signal is less than a lower threshold
level.—GLA

5,812,675

43.38.Vk SOUND REPRODUCING ARRAY
PROCESSOR SYSTEM

Stephen Francis Taylor, assignor to Taylor Group of Companies,
Incorporated

22 September 1998„Class 381Õ18…; filed 14 December 1993

This invention extends the concepts described in previous Taylor pat-
ents. The inventor envisions two-dimensional arrays of ‘‘sound pixels’’
combined to form a ‘‘sound bubble’’ which can localize various sound
events at almost any point in space. A computer-aided design process sim-
plifies the implementation of complex acoustical designs.—GLA

6,021,206

43.38.Vk METHODS AND APPARATUS FOR
PROCESSING SPATIALIZED AUDIO

David Stanley McGrath, assignor to Lake DSP Pty Limited
1 February 2000„Class 381Õ310…; filed 2 October 1996

It seems reasonable that the audio portion of a virtual reality system
could be made up of a stereophonic audio signal source, a head tracking
device, circuitry capable of ‘‘rotating’’ the audio signal, and appropriate
conversion of the stereophonic information for reproduction via headphones.
This is what has been patented here. A preferred embodiment starts out with
the signal encoded in Ambisonic B-format because this simplifies the rota-
tion process.—GLA

5,965,249

43.40.Tm VIBRATION DAMPING COMPOSITE
MATERIAL

Stephen P. Suttonet al., assignors to Gore Enterprise Holdings,
Incorporated

12 October 1999„Class 428Õ304.4…; filed 7 August 1997

This patent describes a number of materials in which high damping is
achieved by entrapment of highly viscous fluids in the pores of a porous
material, such as a fabric or other fibrous substance.—EEU

6,012,346

43.40.Tm LOW VIBRATION MOTION TRANSLATION
SYSTEM

Anh Vo, assignor to New Hampshire Ball Bearing, Incorporated
11 January 2000„Class 74Õ57…; filed 18 September 1998

In tools, such as saber saws, rotational motion of shaft is converted
into reciprocating motion by means of ‘‘ball drivers.’’ These consist in
essence of balls like those used in ball bearings, which ride in noncircum-
ferential grooves in the shaft and in circumferential grooves in the mating
reciprocating element. This patent uses a second reciprocating element, ac-
tuated by a second ball driver arrangement, to counter-balance the accelera-
tions produced by the primary reciprocating element.—EEU

6,055,317

43.40.Vn ACTIVE VIBRATION DAMPING DEVICE
HAVING PNEUMATICALLY OSCILLATED
MASS MEMBER WHOSE OSCILLATION
AMPLITUDE AS WELL AS FREQUENCY AND
PHASE ARE CONTROLLABLE

Atsushi Muramatsu and Yoshihiko Hagino, assignors to Tokai
Rubber Industries, Limited

25 April 2000 „Class 381Õ71.4…; filed in Japan 10 February 1998

A pneumatic actuation device is described for suppressing the vibra-
tion response of structures to which it is attached. The passive impedance of
the device is similar to a traditional reaction-mass shaker. However, forces
are imparted into the structure and reaction mass by controlling the air
pressure within a volume connecting the two. The oscillating air pressure
stretches a mechanical spring connecting the reaction mass to the structure,
and transmits control forces into the structure. Pneumatic valves are
switched via a computer controller to oscillate the pressure within the ac-
tuator. The device appears suited for only tonal rather than broadband
control.—RBC

6,058,195

43.40.Vn ADAPTIVE CONTROLLER FOR
ACTUATOR SYSTEMS

Wolfgang J. Klippel, Dresden, Germany
2 May 2000„Class 381Õ96…; filed 30 March 1998

A method is presented to control and linearize the response of generic
actuation systems. The major elements of this system are a controller and a
parameter detector. The parameter detector operates as an adaptive filter to
estimate the electrical characteristics of the actuator. This information, in the
form of a parameter vector, is passed to the controller to adapt filter coeffi-
cients to minimize a mean-square objective function. The system is said to
be applicable for controlling linear as well as nonlinear actuators.—RBC

6,074,208

43.50.Gf NOISE REDUCTION IN FLUID FLOW
PASSAGE

Kenneth B. Mitchell, Vancouver, British Columbia, Canada
13 June 2000„Class 433Õ91…; filed 21 August 1998

In the suction tube of a dental aspirator, which is inserted in a patient’s
mouth to remove water, etc., high-frequency sound is produced by the air or
air/liquid mixture that is being drawn in. A problem also arises when the
suction orifice is blocked if it makes contact with the tissue around the
operation site. Similar problems also are encountered in other surgical
vacuum systems. In order to overcome these problems, the interior of the
tube, the edge of the orifice, and a length of the exterior of the tube are
provided with an array of bristles that stick out from the tube surfaces.
These bristles serve to attenuate the sound and to prevent blocking of the
orifice.—EEU

6,076,632

43.50.Gf CROSS FLOW BAFFLE MUFFLER

Kory J. Schuhmacher and Gary D. Goplen, assignors to Nelson
Industries, Incorporated

20 June 2000„Class 181Õ282…; filed 14 December 1998

A box-style muffler for use with an internal combustion engine is
designed to minimize acoustic radiation from the flat, exterior surfaces.
Exhaust gases initially flow into two internal cavities formed by members18
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and 20, before encountering the external cavities formed by14 and 18. In
order to simplify construction and reduce cost, the two inner baffle mem-
bers,18 and20, are designed to be physically identical to each other.—KPS

6,041,126

43.50.Ki NOISE CANCELLATION SYSTEM

Kenichi Terai and Hiroyuki Hashimoto, assignors to Matsushita
Electric Industrial Company, Limited

21 March 2000„381Õ71.6…; filed in Japan 24 July 1995

This patent describes an approach for an active telephone handset that
reduces the contribution of ambient noise transmitted from the handset, and
enhances the ability of the operator to hear his own voice when operated in
a noisy environment. The system includes two adaptive least-mean-square
~LMS! filters. The first employs a microphone that is located on the outside
of the handset, which is sensitive primarily to the ambient noise. The adap-
tive filter is operated to remove the ambient noise~as characterized by the
outside microphone! in the signal from a microphone located inside the
earcup. The second adaptive filter operates to remove the ambient noise
contribution from the transmitted voice signal. In addition, this nominally
noise-free voice signal of the operator is summed with the incoming voice
signal so that the operator can hear his own voice when using the handset in
a noisy environment.—RBC

6,058,194

43.50.Ki SOUND-CAPTURE AND LISTENING
SYSTEM FOR HEAD EQUIPMENT IN
NOISY ENVIRONMENT

Christian Gulli and Gerard Reynaud, assignors to Sextant
Avionique

2 May 2000„Class 381Õ94.8…; filed in France 26 January 1996

An active headset for use in noisy environments such as an aircraft is
described. The headset includes both disturbance rejections and command-
following functionality. The disturbance rejection is achieved via a local
feedback loop comprised of a microphone and speaker located within the
headset. In this mode, the microphone signal is digitally filtered to produce
a drive signal to the loudspeaker in order to minimize the noise at the

microphone. The command-following mode is used to enhance intelligibility
of signals from other sources~e.g., communications!. This is implemented
as a traditional servo-system control loop with an additional filter to fre-
quency weight the response at the microphone located within the headset.—
RBC

6,061,456

43.50.Ki NOISE CANCELLATION APPARATUS

Douglas Andrea and Martin Topf, assignors to Andrea
Electronics Corporation

9 May 2000„Class 381Õ71.6…; filed 29 October 1992

This extensive patent presents methods and apparatus for reducing
unwanted ambient noise in microphones, headsets, and telephone handsets.
In contrast to closed-loop feedback system approaches~e.g., United States
Patent 6,058,194!, an open-loop method is described that relies on sensor
placement and orientation to discriminate between desired speech and un-
desired ambient noise signals. The sensor orientation is used to provide one
microphone that senses both speech and ambient noise, while the second
microphone senses primarily the ambient noise. These signals are inputs to
an operational amplifier that differences these two signals, resulting in an
output signal composed primarily of the desired speech signal.—RBC

6,078,673

43.50.Ki APPARATUS AND METHOD FOR ACTIVE
CONTROL OF SOUND TRANSMISSION
THROUGH AIRCRAFT FUSELAGE WALLS

Andreas H. von Flotow et al., assignors to Hood Technology
Corporation

20 June 2000„Class 381Õ71.7…; filed 3 October 1997

An active control system to reduce aircraft interior noise is described
in which acoustic sources are placed in the cavity formed by the outer skin
and the inner trim panel of the aircraft. One or more microphones are placed
in the vicinity of each acoustic source to provide a feedback control signal,

thus reducing the sound pressure in the cavity. Feedback circuitry is de-
scribed which includes a compensation filter to ensure controller stability.—
KPS
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6,084,971

43.50.Ki ACTIVE NOISE ATTENUATION SYSTEM

Ian R. McLean, assignor to Siemens Electric Limited
4 July 2000„Class 381Õ71.5…; filed 10 June 1997

A active noise attenuation system for the air induction ducting of an
internal combustion engine is described. The sensors~40, 42!, electronics
37, and loudspeaker32 are contained within an annular pod16 located
within the air inlet duct10 at the plane of the air intake opening. By placing
the loudspeaker at the air intake opening, the loudspeaker sound field de-

structively interferes with the sound radiating from the annular inlet open-
ing. This results in a cylindrical acoustic doublet source at the inlet. The
intent is that this system will reduce the acoustic radiation resistance of the
annular inlet and, consequently, reduce acoustic radiation efficiency and
radiated power.—RBC

6,072,388

43.50.Lj DRIVELINE SOUND MONITOR

Christos T. Kyrtsos, assignor to Meritor Heavy Vehicle Systems
LLC

6 June 2000„Class 340Õ439…; filed 22 December 1998

A method to monitor the mechanical condition of the drive shaft of a
vehicle is described in which one or more acoustic sensors are placed in the
vicinity of the drive shaft. Measured signals are compared with expected
signals derived from measurements made when the vehicle was known to be
in good mechanical condition. Several methods of comparing measured and
expected signals are proposed which enable mechanical degradation to be
detected, resulting in a warning signal being presented to the vehicle’s
operator.—KPS

6,029,770

43.55.Ti SOUND DAMPING ELEMENT

Arnold Schneider and Stefan Debold, assignors to Wendt Sit
GmbH

29 February 2000„Class 181Õ285…; filed 20 July 1998

This patent claims to pertain to sound barrier walls for use in build-
ings, vehicle cabs, and the like. An element according to this patent consists
of two thin plates, probably of sheet metal, with the space between these
filled with a sound-absorbing material. One of these plates is provided with
perforations. The edges of these laminated arrangements are designed so
that adjacent arrangements can lock against each other via an airtight elas-
tomeric seal.—EEU

6,088,339

43.66.Ts APPARATUS AND METHOD FOR
PROGRAMMING A HEARING AID USING A SERIAL
BIDIRECTIONAL TRANSMISSION METHOD
AND VARYING CLOCK PULSES

Wolfram Meyer, assignor to Siemens Audiologusche Technik
GmbH

11 July 2000„Class 370Õ296…; filed in Germany 9 December 1996

A single-line, half-duplex data transmission scheme is said to reduce
the number of connecting leads between a programming device and a hear-
ing aid. Nonsimultaneous, bi-directional data transmission is described
based on variations of amplitude or other parameters of clock pulses. Bi-

directional transmission of programmable data may occur without cables if
a variable rate clock pulse is superimposed with a carrier frequency, thus
producing an altered frequency. Using this apparatus, several different hear-
ing aids may be programmed with a single programmer.—DAP

6,088,465

43.66.Ts DOOR-DEPENDENT SYSTEM FOR
ENABLING AND ADJUSTING OPTIONS
ON HEARING AIDS

William L. Hanright and Sunil Chojar, assignors to Siemens
Hearing Instruments, Incorporated

11 July 2000„Class 381Õ323…; filed 30 April 1996

Conductive strips are attached to the side of a removable hearing aid
battery door near the hinge. When the battery door is closed, the conductive
strips are in contact with mating conductors on a flexible circuit extension of
a programming cable. By using several battery doors with different conduc-

tive patterns, different programmable options may be activated such as filter
cutoff frequency, maximum gain value, and maximum output SPL limiting
value.—DAP
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6,055,495

43.72.Ar SPEECH SEGMENTATION

Roger Cecil Ferry Tucker and Michael John Collins, assignors to
Hewlett-Packard Company

25 April 2000 „Class 704Õ210…; filed in European Patent Office 7
June 1996

This patent describes an indexing system, or a sort of directory struc-
ture, for voice messages received by a recording device, such as a telephone
answering system. Based on the duration of pauses within the various mes-
sages, each message is segmented into sections. A kind of map of the sec

tions is displayed, allowing the user to easily jump to a specific section. The
patent goes into considerable detail on the issues involved in reliable pause
classification.—DLR

6,055,501

43.72.Ar COUNTER HOMEOSTATIS OSCILLATION
PERTURBATION SIGNALS „CHOPS…
DETECTION

Robert J. MacCaughelty, Charlotte, North Carolina
25 April 2000 „Class 704Õ272…; filed 3 July 1997

During normal speech, a low-frequency oscillation in the 8- to 12-Hz
range, known as microtremor, modulates the various speech musculature
controls, affecting focal folds, tract walls, and tongue. As psychological
stress increases, muscles tighten and the microtremor amplitude decreases.
A few companies have sold devices to detect these microtremor modula-

tions, but only for short utterances such as ‘‘yes’’ or ‘‘no’’ in response to
interrogation. This patent describes a more generally applicable device, able
to analyze long-duration utterances and provide more meaningful measured
outputs than the stress/nonstress outputs of earlier devices.—DLR

6,061,647

43.72.Ar VOICE ACTIVITY DETECTOR

Paul Alexander Barrett, assignor to British Telecommunications
public limited company

9 May 2000„Class 704Õ208…; filed 29 November 1993

This patent describes a system for estimating the background noise
level of a speech signal. In order to make that estimate, it is necessary to
know when speech is present, allowing background noise estimation during
nonspeech intervals. For this purpose, several steps are performed such as
would be used in a speech vocoder system to determine a linear prediction
gain value. This value is then compared to a threshold to test for voice
activity.—DLR

6,064,956

43.72.Ar METHOD TO DETERMINE THE
EXCITATION PULSE POSITIONS WITHIN A SPEECH
FRAME

Jonas Svedberg, assignor to Telefonaktiebolaget LM Eriksson
16 May 2000„Class 704Õ219…; filed in Sweden 12 April 1995

The multipulse method of speech coding represents the linear predic-
tion residual as a series of well-placed pulses such that the reconstructed
signal is close to the original speech. In the patented method, two stages of
pulse location calculation are performed. The first stage uses a relatively
complex calculation, while the second uses a simpler, restricted algorithm.
The two computations can be traded off to achieve a desired level of com-
plexity versus quality.—DLR

6,064,962

43.72.Ar FORMANT EMPHASIS METHOD AND
FORMANT EMPHASIS FILTER DEVICE

Masahiro Oshikiri et al., assignors to Kabushiki Kaisha Toshiba
16 May 2000„Class 704Õ262…; filed in Japan 14 September 1995

This linear prediction analysis method uses an increased analysis order
to emphasize a particular formant region, thus improving the output quality.
However, in order to keep the computational complexity from increasing,
the higher-order analysis is implemented as separate first-order low- and
high-pass filters. Typically, a first-order low pass with adaptable coefficients
is followed by a first-order high pass with fixed coefficients.—DLR

6,067,095

43.72.Ew METHOD FOR GENERATING MOUTH
FEATURES OF AN ANIMATED OR PHYSICAL
CHARACTER

Damon Vincent Danieli, assignor to Microsoft Corporation
23 May 2000„Class 345Õ473…; filed 4 February 1997

This system for computing lip positions for a graphical display or a toy
uses a vector quantization of linear prediction cepstral features to get lip
parameters. Minimum and maximum gain values within a specified interval
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are defined as endpoints for the lip parameters and frame-by-frame values
are interpolated according to the quantization code. The figure shows a
typical lip parameter space.—DLR

6,067,512

43.72.Ew FEEDBACK-CONTROLLED SPEECH
PROCESSOR NORMALIZING PEAK LEVEL OVER
VOCAL TRACT GLOTTAL PULSE RESPONSE
WAVEFORM IMPULSE AND DECAY PORTIONS

Joseph T. Graf, assignor to Rockwell Collins, Incorporated
23 May 2000„Class 704Õ225…; filed 31 March 1998

This peak amplitude control system modifies a speech signal so as to
reduce the peak-to-average ratio. This is done by adjusting a separate gain
control on each of the real and imaginary components of a filtered speech
signal. The speech signal, at the gain control point, is delayed by an amount
equal to the peak estimation processing time. The amount of gain adjust-
ment is a compromise between peak uniformity and harmonic distortion.—
DLR

6,052,665

43.72.Gy SPEECH INPUT TERMINAL AND SPEECH
SYNTHESIZING TERMINAL FOR TELEVISION
CONFERENCE SYSTEM

Akinori Momii et al., assignors to Fujitsu Limited
18 April 2000 „Class 704Õ270…; filed in Japan 22 November 1995

This patent presents an audio volume control system for use by a
television conference system. Two volume controls are available in each
unit to adjust the outgoing audio level as well as the normal local sound
level. When a conference is started, the terminals perform an audio level test
round, during which each terminal adjusts its transmission level according to
requests from other terminals, allowing the entire network of terminals to
establish a uniform reference level.—DLR

6,061,793

43.72.Gy METHOD AND APPARATUS FOR
EMBEDDING DATA, INCLUDING WATERMARKS,
IN HUMAN PERCEPTIBLE SOUNDS

Ahmed H. Tewfik et al., assignors to Regents of the University of
Minnesota

9 May 2000„Class 713Õ176…; filed 30 August 1996

This watermark embedding technique buries a recoverable watermark
data stream into a digitally sampled audio signal. If the watermark data is
not already in a coded form, it is randomized using a pseudo-random se-
quence. Places are then found in the audio material where watermark data
can be hidden using perceptual masking characteristics. After watermark
addition to the audio signal, a further temporal masking step is performed to
assure that no audible trace remains from the earlier spectral processing
steps.—DLR

6,052,666

43.72.Ja VOCAL IDENTIFICATION OF DEVICES IN
A HOME ENVIRONMENT

Eric Diehl and Gerard Corda, assignors to Thompson multimedia
S.A.

18 April 2000 „Class 704Õ275…; filed in European Patent Office 6
November 1995

This patent addresses the issue of using voice to control multiple de-
vices in the home. For example, both a TV and a VCR might appropriately
respond to a request to change the channel. In this system, a central voice
manager would direct the commands according to a set of strategies. For
feedback, each device would speak with a unique programmed voice char-
acteristic, easily identifiable by the user. If the user did not specifically name
a target device for a command and the command would be applicable to
multiple devices, the solution presented here is that each applicable device
would, in turn, ask whether it was being addressed, until the user acknowl-
edged the intended device.—DLR

6,064,960

43.72.Ja METHOD AND APPARATUS FOR
IMPROVED DURATION MODELING OF PHONEMES

Jerome R. Bellegarda and Kim Silverman, assignors to Apple
Computer, Incorporated

16 May 2000„Class 704Õ260…; filed 18 December 1997

A method is described for computing phoneme durations for use in a
speech synthesis system. Durations are modeled as a sum of weighted con-
tributions from a variety of contextual factors, such as the identities of
surrounding segments, within-word position, phrase boundaries, and speak-

ing rate. The sum is then adjusted by an input/output function, such as
shown in the figure. The function may be a straight line for an additive mix,
an exponential for a multiplicative mix, or another nonlinear curve.—DLR
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6,067,511

43.72.Ja LPC SPEECH SYNTHESIS USING
HARMONIC EXCITATION GENERATOR WITH
PHASE MODULATOR FOR VOICED SPEECH

Mark Lewis Grabb et al., assignors to Lockheed Martin
Corporation

23 May 2000„Class 704Õ223…; filed 13 July 1998

This linear prediction vocoding system improves the output speech
quality by modulating the phase of individual harmonics in the voiced
speech spectrum. Several other techniques for spectral modification are also
described. The linear prediction coefficients are first converted to line spec-

tral frequencies. In one version, a 3-bit signal is transmitted with each frame
which identifies one of eight voice/noise frequency cutoff boundaries. Har-
monics are reconstructed below the cutoff and noise at higher frequencies.—
DLR

6,055,498

43.72.Ne METHOD AND APPARATUS FOR
AUTOMATIC TEXT-INDEPENDENT GRADING OF
PRONUNCIATION FOR LANGUAGE
INSTRUCTION

Leonardo Neumeyeret al., assignors to SRI International
25 April 2000 „Class 704Õ246…; filed 2 October 1996

The speech recognizer described here performs a variety of tests on a
spoken word or phrase to determine the accuracy of pronunciation and to
generate a score which characterizes the pronunciation quality. Tests per-
formed include phoneme and syllable durations and goodness of fit to a
mixture Gaussian Markov model. The scores from various parts of the word
or phrase are combined to determine an overall pronunciation grade.—DLR

6,055,499

43.72.Ne USE OF PERIODICITY AND JITTER FOR
AUTOMATIC SPEECH RECOGNITION

Rathinavelu Chengalvarayan and David Lynn Thomson,
assignors to Lucent Technologies, Incorporated

25 April 2000 „Class 704Õ250…; filed 1 May 1998

This speech recognition system adds certain voicing analysis param-
eters to the usual set of cepstral and energy parameters to improve recogni-
tion performance. Previous results indicate that simply adding voicing or

pitch information to the acoustic vector does not significantly improve the
results. In this case, voicing periodicity and jitter are added to the acoustic
data, improving the recognition accuracy.—DLR

6,058,363

43.72.Ne METHOD AND SYSTEM FOR SPEAKER-
INDEPENDENT RECOGNITION OF USER-
DEFINED PHRASES

Coimbatore S. Ramalingam, assignor to Texas Instruments,
Incorporated

2 May 2000„Class 704Õ251…; filed 2 January 1997

New utterances, not previously trained in a speech recognition system,
are typically detected by an out-of-vocabulary technique known as garbage
phrase detection. Speaker-dependent garbage detection works well enough,
but uses large amounts of memory. Speaker-independent garbage detection
generally does not work well. This speaker-independent garbage detector
uses a general-purpose grammar, such as ann-gram probabilities model, as
a reference. If a penalized general-purpose score exceeds the normal recog-
nition score, the item is classified as out-of-vocabulary.—DLR

6,058,364

43.72.Ne SPEECH RECOGNITION OF CUSTOMER
IDENTIFIERS USING ADJUSTED PROBABILITIES
BASED ON CUSTOMER ATTRIBUTE
PARAMETERS

Randy G. Goldberg et al., assignors to AT&T Corporation
2 May 2000„Class 704Õ252…; filed 20 November 1997

The patent describes a method for improving the accuracy of a speech
recognition system used for customer identification. The initial utterance of
the customer’s ID, such as a name or account number, is recognized, yield-
ing a list of n-best choices. A record of account details, such as account
activity and last transaction, is retrieved from a database for each of the
n-best candidates. Based on the account data, then-best scores are read-
justed to determine the most likely customer ID for the caller. —DLR

SOUNDINGS
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6,058,365

43.72.Ne SPEECH PROCESSING USING AN
EXPANDED LEFT TO RIGHT PARSER

Akito Nagai et al., assignors to ATR Interpreting Telephony
Research Laboratories

2 May 2000„Class 704Õ257…; filed in Japan 16 November 1990

This speech recognizer uses a typical context-free parser, in this case,
an LR parser, to accept a sequence of words in the speech input stream. The
acoustic features are matched using a hidden Markov model, more or less in

the usual way. However, the probabilities of occurrence for the next pho-
neme are adjusted according to possible choices for the next word to be
allowed by the LR parser.—DLR

6,061,646

43.72.Ne KIOSK FOR MULTIPLE SPOKEN
LANGUAGES

Michael John Martino and Robert Charles Paulsen, Jr., assignors
to International Business Machines Corporation

9 May 2000„Class 704Õ3…; filed 18 December 1997

This multi-language speech recognizer is intended for use in a public
site, such as an amusement park. An initial recognition dictionary contains a
small number of selected ‘‘starter’’ words in each of a number of languages.
These words are chosen based on the likelihood of their use in an initial
question, such as ‘‘how,’’ ‘‘where,’’ etc. in the case of English. A likely
language is determined from the initial recognition. When the language is
identified, the input speech is again processed using a larger dictionary for
the selected language and a specific-language prompt is generated.—DLR

6,061,651

43.72.Ne APPARATUS THAT DETECTS VOICE
ENERGY DURING PROMPTING BY A
VOICE RECOGNITION SYSTEM

John N. Nguyen, assignor to Speechworks International,
Incorporated

9 May 2000„Class 704Õ233…; filed 21 May 1996

This speech activity detector is used to determine whether the user is
trying to interrupt during the time the processor is generating a prompting
utterance. This task is made much more difficult when line echoes from the
outgoing prompt interfere with the incoming user speech. This system pre-
dicts the line signal based on the original and filtered versions of the outgo-

ing signal. The residue after subtraction of this prediction is compared to an
energy threshold to determine whether an unpredicted component is present
in the signal. Such an unpredictable component is likely to be a user’s
‘‘barge-in’’ utterance.—DLR

6,061,652

43.72.Ne SPEECH RECOGNITION APPARATUS

Eiichi Tsuboka and Junichi Nakahashi, assignors to Matsushita
Electric Industrial Company, Limited

9 May 2000„Class 704Õ245…; filed in Japan 13 June 1994

This word-spotting speech recognition system performs a cluster
analysis on incoming acoustic vectors based on a Kullbach–Leibler diver-
gence~KLD ! measure. A hidden Markov model match is performed, fol-

lowed by a dynamic programming alignment with word candidates using the
KLD distances.—DLR

6,061,653

43.72.Ne SPEECH RECOGNITION SYSTEM USING
SHARED SPEECH MODELS FOR MULTIPLE
RECOGNITION PROCESSES

Thomas D. Fisheret al., assignors to Alcatel USA Sourcing, L.P.
9 May 2000„Class 704Õ256…; filed 14 July 1998

This patent describes an arrangement by which multiple speech recog-
nition processes can make use of a single set of speaker model information.
The idea is simply that the speaker model is divided into state-dependent
and state-independent parts. The state-independent portion can be read
freely by any recognition process. Multiple state-dependent sections are cre-
ated, one for each recognition process to be run. Each process can then
consult its own state-dependent data.—DLR

SOUNDINGS
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6,064,959

43.72.Ne ERROR CORRECTION IN SPEECH
RECOGNITION

Jonathan Hood Young et al., assignors to Dragon Systems,
Incorporated

16 May 2000„Class 704Õ251…; filed 28 March 1997

This patent gives solutions for some of the problems which can arise
while using the speech recognition capability itself to correct errors which
may occur during the use of a speech recognition system. In addition to the
presence of a command keyword, the correction utterance will have a

complex pattern of word probabilities, dependent on occurrences of recog-
nized and intended words in the misunderstood utterance. Once a correction
utterance is detected, various modes of interaction may be used, such as a
display of lists of alternates, etc.—DLR

6,064,957

43.72.Ne IMPROVING SPEECH RECOGNITION
THROUGH TEXT-BASED LINGUISTIC
POST-PROCESSING

Ronald Lloyd Brandow and Tomasz Strzalkowski, assignors to
General Electric Company

16 May 2000„Class 704Õ235…; filed 15 August 1997

During the training of this speech recognition system, after speaker
models have been constructed, the original text is aligned with the recog-
nized text and a series of text correction rules are formulated. The rules thus
formed are applied to the recognized text string in several passes, rejecting
and reformulating any rules which are not validated. The final set of rules is
then applied after normal recognition to correct any errors remaining at the
level of the text output.—DLR

6,067,513

43.72.Ne SPEECH RECOGNITION METHOD AND
SPEECH RECOGNITION APPARATUS

Shunsuke Ishimitsu, assignor to Pioneer Electronic Corporation
23 May 2000„Class 704Õ233…; filed in Japan 23 October 1997

This speech recognizer is designed for use in noisy environments, but
uses a non-noise speaker model. Just before an utterance is collected for
recognition, an interval of the open-mic background noise is collected. A
cepstrum representation of the noise signal is saved and then subtracted
from the speech cepstral data prior to recognition processing. This results in
the deconvolution of the noise spectrum from the speech signal.—DLR

SOUNDINGS
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Convergence of poroelastic finite elements based on Biot
displacement formulation

Nicolas Dauchez and Sohbi Sahraoui
Laboratoire d’Acoustique UMR CNRS 6613, Universite´ du Maine, 72095 Le Mans cedex 9, France

Noureddine Atalla
GAUS, Mechanical Engineering Department, Universite´ de Sherbrooke, Sherbrooke, Que´bec J1K 2R1,
Canada

~Received 4 April 1999; revised 15 June 2000; accepted 5 July 2000!

The convergence of linear poroelastic elements based on Biot displacement formulation is
investigated. The aim is to determine a mesh criterion that provides reliable results under a given
frequency limit. The first part deals with 1D applications for which resonance frequencies can be
related to Biot wavelengths. Their relative contributions to the motion are given in order to
determine if the mesh criteria for monophasic media are suitable for poroelastic media. The
imposition of six linear elements per wavelength is found for each Biot wave as a primary condition
for convergence. For 3D applications, convergence rules are derived from a generic configuration,
i.e., a clamped porous layer. Because of the complex deformation, the previous criterion is shown
to be insufficient. Influence of the coupling between the two phases is demonstrated. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1289924#

PACS numbers: 43.20.Jr, 43.50.Gf, 43.40.Tm, 43.55.Wk@CBB#

I. INTRODUCTION

Biot theory of fluid saturated porous media provides a
description of the waves propagating in geophysics materials
~Biot, 1956!. Several authors have extended this theory to
sound-absorbing materials, such as glass wool and polymer
foams. A good agreement with measurements has been
shown for multilayer systems using analytical methods~Al-
lard, 1993!. In order to interpret the modal behavior of finite
size structures, 2D and 3D finite element formulations based
on extended Biot theory have been developed~Coyette and
Wynendaele, 1995; Johansenet al., 1995; Kang and Bolton,
1995; Panneton and Atalla, 1997!. These formulations have
been validated by comparison with measured or simulated
surface impedance of layered media. Several authors have
also performed parametric studies. However, the conver-
gence of the different formulations has not been specifically
studied.

Because of the biphasic nature of poroelastic elements, a
mesh criterion used for elements describing monophasic me-
dia ~solid or fluid! is a priori not valid for poroelastic ele-
ments. Such a criterion is essential for designing a suitable
mesh that gives reliable results. Moreover, an optimized
mesh will result in an important saving of computer time and
memory, as poroelastic formulation leads to heavy computa-
tion loads. Determination of convergence criterion for po-
roelastic elements is an objective of this paper.

The finite element formulation used in this study is
based on Biot–Johnson–Allard theory~Allard, 1993! and
has been implemented by Panneton and Atalla~1997!. It is
referred to as the~u,U! formulation for solid and fluid dis-
placements. Poroelastic elements have six degrees of free-
dom per node~three translations for each phase!. They are
based on linear three-dimensional pentaedric or hexaedric
elements.

The first part deals with 1D applications for which reso-
nance frequencies can be related to Biot waves. Their rela-
tive contributions to the motion are investigated in order to
determine whether criteria used for monophasic media are
suitable for poroelastic media.

The second part deals with convergence of 3D applica-
tions where the finite size of the structure is relevant. In that
case, the displacement of both phases can be fairly different
and the relation between resonances and wavelengths is no
longer direct. Convergence rules are derived from a generic
configuration, i.e., a clamped porous layer.

II. CONVERGENCE FOR 1D BEHAVIOR

A. Theoretical analysis

The motion of the poroelastic media is described by the
macroscopic displacement of the solid and fluid phases rep-
resented by the vectorsu andU. Assuming a harmonic time
dependenceej vt, the equation of motion can be written in
the form ~Allard, 1993!

P“~“•u!2N“∧~“∧u!1Q“~“•U!1v2~ r̃11u1 r̃12U!

50, ~1!

Q“~“•u!1R“~“•U!1v2~ r̃12u1 r̃22U!50, ~2!

whereP and R are the bulk modulus of the solid and fluid
phases, respectively,N is the shear modulus of the solid
phase, andQ quantifies the potential coupling between the
two phases. These coefficients are complex:P, N include
structural damping in the solid phase andR, Q thermal dis-
sipation. The equivalent mass density coefficientsr̃11, r̃12,
r̃22 account for inertial and viscous coupling between both
the solid and fluid phases.

Coupling between the two phases is described by five
parameters according to Johnson–Allard theory~Allard,
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1993!: f porosity,a` tortuosity,s air flow resistivity,L and
L8 viscous and thermal characteristic lengths, respectively.

1. Properties of Biot waves

As dilatational and rotational waves are uncoupled, the
equation of motion can be solved separately for the two
types of waves. Scalar potentials for dilatation and vector
potentials for shear has been used by Biot to express the
displacement of the solid and fluid phases. Two compres-
sional waves characterized by their constant of propagation
k1 andk2 are found

k1
25

v2

2~PR2Q2!
~Pr̃221Rr̃1122Qr̃122AD!, ~3!

k2
25

v2

2~PR2Q2!
~Pr̃221Rr̃1122Qr̃121AD!, ~4!

with

D5~Pr̃221Rr̃1122Qr̃12!
224~PR2Q2!~ r̃11r̃222 r̃12

2 !.

Each wave propagates in both phases with different ampli-
tudes. The ratiom i between displacement of fluid and solid
phases, respectively denotedUi and ui for each wavei, is
given by

m i5
Ui

ui
5

Pki
22v2r̃11

v2r̃ 122Qki
2 , i 51,2. ~5!

Following the nomenclature used by Allard~1993!, the wave
that propagates mainly in the fluid is called the fluid-borne
wave, and the one that propagates mainly in the solid is
called the solid-borne wave. This nomenclature reflects the
physical nature of the two waves for acoustical porous ma-
terials at low frequencies. The solid-borne wave propagates
in the two phases with similar amplitude. The fluid-borne
wave propagates mainly in the fluid phase, and is usually
strongly damped. Each kind of wave will be identified by
overscriptsw or fw, respectively for solid-borne and fluid-
borne wave. Note that each wave does not always have the
sameki over the whole frequency range.

One shear wave propagates in the porous medium, char-
acterized by

k3
25

v2

N S r̃11r̃222 r̃12
2

r̃22
D and m352

r̃12

r̃22
. ~6!

For each Biot wavei, celerity ci , wavelengthl i , and
wave dampingg i are deduced from the following relation:

ki5
v

ci
2 j g i5

2p

l i
2 j g i , i 51,2,3. ~7!

2. Relative contributions of longitudinal Biot waves

Consider a porous layer of thicknessl along thex axis
~Fig. 1!. The displacement of one fluid or solid particle is the
contribution of four waves: two waves~swandfw! propagat-
ing in thex direction, noted by subscript1, and two waves
propagating in the2x direction, noted2. Displacement of
solid phaseu(x) and fluid phaseU(x) of coordinatex is
given by

u~x!5u1
sw~0! e2 jkswx1u2

sw~0! e1 jkswx

1u1
f w~0! e2 jk f wx1u2

f w~0! e1 jk f wx, ~8!

U~x!5m f w~u1
f w~0! e2 jk f wx1u2

f w~0! e1 jk f wx!

1msw~u1
sw~0! e2 jkswx1u2

sw~0! e1 jkswx!, ~9!

where the fluid displacements have been eliminated by using
the ratiosmsw andm f w.

a. Acoustical excitation. The porous layer is first sup-
posed to be bonded to a rigid impervious wall~Fig. 1! at x
50, which gives

u1
sw~0!52u2

sw~0!, u1
f w~0!52u2

f w~0!. ~10!

The excitation is an incident plane wave imposing a pressure
p at x52 l . The stress equilibrium at the surface of the layer
is given by

2~12f!p~2 l !5sxx
s ~2 l !5P

]u~2 l !

]x
1Q

]U~2 l !

]x
,

~11!

2fp~2 l !5sxx
f ~2 l !5Q

]u~2 l !

]x
1R

]U~2 l !

]x
, ~12!

wheresxx
s and sxx

f are, respectively, the stress in the solid
and fluid phases. From Eqs.~8!–~12!, one can calculate
u1

sw(0) and u1
f w(0). Displacements at any positionx are

given by

u~x!5u1
sw~0!F2 j sin~2kswx!

1
u1

f w~0!

u1
sw~0!

2 j sin~2kf wx!G , ~13!

U~x!5u1
f w~0!F2 j m f w sin~2kf wx!

1
u1

sw~0!

u1
f w~0!

msw2 j sin~2kswx!G , ~14!

with

u1
f w~0!

u1
sw~0!

52
f~P1mswQ!2~12f!~Q1mswR!

f~P1m f wQ!2~12f!~Q1m f wR!

3
ksw cos~kswl !

kf w cos~kf wl !
. ~15!

FIG. 1. Porous layer of thicknessl, bonded to a rigid impervious wall.
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Equations~13! and ~14! can be rewritten in the form

u~x!5u1
sw~0!@Csw/s~x!1Cf w/s~x!#, ~16!

U~x!5u1
f w~0!@Cf w/ f~x!1Csw/ f~x!#, ~17!

whereCaw/b(x) are contributions of a kindaw of wave on
the motion of one phaseb ~a or b beings for solid or f for
fluid! at the abscissax. Relative contributions are defined by
setting thatuCsw/b(x)u1uCf w/b(x)u5100%.

Figure 2 gives an example of calculation of relative con-
tributionsuCsw/ f u anduCf w/su at the incident face,x52 l , for
a 10-cm-thick layer of material A~Table I!. According to
uCsw/ f u, the motion of the fluid phase is governed at 20% by
the solid-borne wave up to 100 Hz. The influence of the
solid-borne wave increases strongly at the firstl/4 resonance
of the solid phase at 300 Hz. For higher frequencies, because
of decoupling, its influence tends to zero. According to
uCf w/su, the motion of the solid phase is governed at 50% by
the fluid-borne wave up to 100 Hz. But, the influence of the
fluid-borne wave decreases to 20% at the first resonance of
the solid phase. For higher frequencies, it tends to an
asymptotic value of approximately 65%. Except around the
first resonance of the solid phase, where the contribution of
the fluid-borne wave decreases strongly, both waves must be
carefully represented by the finite element discretization.

One can notice that when the solid phase becomes
stiffer, msw @Eq. ~5!# increases and fluid-borne wave governs
the motion of the two phases. The solid phase tends to be
motionless and the behavior of the porous material can be
described by an equivalent fluid model~Allard, 1993!.

b. Imposed displacement. In this case, the same displace-
ment is imposed on the phases at the incident face:u(2 l )
5U(2 l ). If the layer is bonded to a rigid wall atx50, Eqs.
~13! and ~14! apply and the coefficientsCf w/s(2 l ),
Csw/ f(2 l ) are determined using

u1
f w~0!

u1
sw~0!

52
12msw sinkswl

12m f w sinkf wl
. ~18!

Becausemsw is usually very close to 1 andm f w is much
greater thanmsw, one findsuCf w/s(2 l )u close to zero and
uCsw/ f(2 l )u very large. This means that the solid-borne
wave governs the motion of the two phases. The criterion
would then be related only to this wave. The same conclu-
sion arises if the back face of the layer is free or if the layer
has an infinite thickness.

3. Theoretical convergence rate

For purposes of comparison, the theoretical convergence
rate has been calculated for a monophasic clamped-free rod
of length l, discretized by 1D linear elements~see the Ap-
pendix for details!. Figure 3 gives the relative error of the
calculation of natural frequencies as a function of number of
elements per wavelength. The mesh criterion is then defined
as follows: with six linear elements per wavelength, the
overestimation of natural frequencies is less than 5%.

B. Validation of mesh criterion

In this part, the relation between Biot wavelengths and
convergence rate is verified for various configurations and
three porous materials. The material properties~Table I! are

FIG. 2. Relative contributionsuCsw/ f u and uCf w/su at the incident face (x
52 l ), for a 10-cm-thick layer of material A~Table I!.

TABLE I. Characteristics of materials~r1 is the mass density of the solid phase!.

~a! Material f
s

~Nm24 s! a`

L
~mm!

L8
~mm!

A 0.98 13 500 1.7 80 160
B 0.90 25 000 7.8 2.5 2.5
C 0.96 32 000 1.7 90 165

~b! Material
r1

~kg m23!
E

~kPa! n

A 30 270(11 j 0.1) 0.3
B 30 800(11 j 0.25) 0.4
C 30 845(11 j 0.1) 0.3

FIG. 3. Convergence rate of 1D linear elastic elements.
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chosen so that different behaviors according to the waves
characteristics~wavelengths given in Fig. 11! are repre-
sented:

~i! material A is a standard polymer foam for which
wavelength of the two dilatational waves are of the
same order~lsw50.61 m,l f w50.51 m at 200 Hz!;

~ii ! material B is an overtortuous material so that the
fluid-borne wave is much shorter than the solid-borne
wave ~lsw51.24 m,l f w50.05 m, at 200 Hz!; and

~iii ! material C is an intermediate material~lsw51.00 m,
l f w50.42 m at 200 Hz!, corresponding to a usual ab-
sorbing material.

Three kinds of excitation and boundary conditions are
applied to a poroelastic column of axisx ~Fig. 4! in order to
excite each type of wave in the most independent way:

~i! excitation only of the shear wave: the direction of the
force is normal to axisx and only displacements nor-
mal to this axis are allowed;

~ii ! excitation mainly of the solid-borne wave: the same
displacement along axisx is imposed on both phases,
and only displacements along this axis are allowed;
and

~iii ! excitation of the two longitudinal waves: the column
is bonded to a rigid impervious wall and onlyx dis-
placements are allowed elsewhere. The free face is
excited by a longitudinal forceF distributed on the
surface fraction of each phase:Fs5(12f)F andF f

5fF. This surface force results from a normal inci-
dence acoustical wave.

Only two nodes are used in the lateral directions and
excitation is applied uniformly to get a 1D behavior.

For each configuration, we first verify the relation be-

tween converged resonance frequencies and theoretical
wavelengths. Converged resonance frequencies are obtained
with a great number of elements in thex direction. Then,
relative errors on resonance frequencies obtained with coarse
meshes are given versus number of elements per wavelength.
The frequency range of interest is approximately between 10
and 2000 Hz, in order to observe at least the two first reso-
nances.

1. Simple shear displacement

Figure 5~a! shows three resonances at 257, 768, and
1288 Hz, for a 10-cm-thick column of material C. Both
phases have almost the same motion at low frequencies. The
curves separates slightly as the frequency increases due to
progressive decoupling.

Shear wavelengths are 0.399 m at 257 Hz, 0.134 m at
768 Hz, and 0.080 m at 1288 Hz. They are related, respec-
tively, to al/4, 3

4 l, and 5
4 l resonance.

Figure 5~b! shows that convergence follows the theoret-
ical rate~Fig. 3! when the number of elements is related to
the shear wavelength: the criterion is suitable in this case.
The same results are found with the other materials.

2. Imposed longitudinal displacement

Figure 6~a! shows two resonances at 500 and 1512 Hz
for a 10-cm-thick column of material C. The phases have
almost the same motion according to Sec. II A 2. The curves
separates slightly as the frequency increases due to progres-
sive decoupling. Solid-borne wavelengths are 0.4017 m at
500 Hz and 0.1335 m at 1512 Hz. They are related, respec-
tively, to al/4 and a3

4 l resonance.

FIG. 4. Mesh of a porous layer:~a! imposed transverse displacement,~b!
imposed longitudinal displacement;~c! normal incidence acoustical wave.

FIG. 5. Shear excited porous column~material C!: ~a! velocity of the free
face; ~b! convergence rate.
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Figure 6~b! presents the convergence rate for the two
element shapes and two materials. The convergence follows
the theoretical rate~Fig. 3! when the number of elements are
related to the solid-borne wavelength: the criterion is veri-
fied.

3. Acoustical excitation

Because of very different longitudinal wavelengths, ma-
terial B is best suited to distinguish phenomena. The thick-
ness of the column is 7.5 cm.

Figure 7~a! shows a resonance at 19 Hz corresponding to
a l/4 resonance related to the fluid-borne wave. Its wave-
length is 32 cm at 19 Hz. Another resonance around 809 Hz
corresponds to al/4 resonance related to the solid-borne
wave. Its wavelength is 30.6 cm at 809 Hz.

Figure 7~b! presents the convergence rate where the
number of elements is related to the appropriate wavelength.
Convergence once again follows the theoretical rate. It is less
clear for the fluid phase, because only its first resonance is
noticeable and its convergence occurs between one and two
elements for the whole column. Moreover, because the fluid-
borne wave is strongly damped, the determination of the sup-
posed resonance frequency is less accurate.

Because both longitudinal waves are excited, the mesh
should verify the criterion for both waves.

a. Mesh optimization. According to Sec. II A 2, situa-
tions can be encountered where one of the two longitudinal
waves has little influence on the behavior of the porous ma-
terial. If its wavelength is the longest, less elements are to be
used to describe properly the motion.

For example, if the criterion is applied to the 7.5-cm-
thick column of material B up to 1100 Hz, two elements are
required for the solid-borne wave (lsw522.5 cm), whereas
30 elements are required for the fluid-borne wave (l f w

FIG. 6. Mechanically excited porous column:~a! free face velocity~material
C!; ~b! convergence rate for several materials~A and B! and types of ele-
ment. H8 is related to hexaedric element~brick! and P6 to pentaedric ele-
ment ~straight prism!.

FIG. 7. Acoustically excited 7.5-cm-thick column~material B!: ~a! velocity
of the excited face;~b! convergence rate.

FIG. 8. Acoustically excited 7.5-cm-thick column~material B!: ~a! uCsw/ f u
anduCf w/su ratio at the incident face, for a 7.5-cm-thick layer;~b! velocity of
the fluid phase at the free face for several meshes, compared to the con-
verged solution.
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51.5 cm). However, Fig. 8~a! shows that the contribution of
the fluid-borne wave decreases as long as the first resonance
related to the solid-borne wave is reached: the contribution
of fluid-borne waveuCf w/su on the solid phase motion is less
than 20% after 50 Hz and the contribution of solid-borne
waveuCsw/ f u on the fluid motion increases up to 80% at 809
Hz. Consequently, with only three elements, the motion of
the fluid phase is approximated with an error less than 3 dB,
as shown by Fig. 8~b!. Above 900 Hz, the error increases
slightly due to the decrease of the influence of the solid-
borne wave.

b. Irregular mesh. The fluid-borne waves are usually
strongly damped. If it corresponds to the shortest wave, a
mesh reduction can be achieved by respecting the criterion
for this wave only in the area close to the excitation face.
Elsewhere, a criterion based on the solid-borne wave will be
suitable.

For example, Fig. 9~a! shows a quick variation close to
the excited face, corresponding to the fluid phase motion at
809 Hz. This variation is directly related to the fluid-borne

wave~l f w51.9 cm, at 809 Hz! which is strongly attenuated.
The best results@Fig. 8~b!# are achieved using a mesh with
three elements increasing in size from 0.1 to 5 cm@Fig. 9~b!#
rather than using three regular-sized elements.

The choice of such an irregular mesh can be guided
using Eqs.~13! and ~14! to calculate the solid- and fluid-
phase displacements alongx axis.

To summarize, for acoustical excitation, the criterion is
applied according to both longitudinal waves, but a mesh
optimization can be performed if the shortest wave is not
predominant or strongly damped. If the shear wave is rel-
evant in the motion of the poroelastic media, then the crite-
rion has to be applied according to this wave, too. In a gen-
eral way, the verification of the criterion according to each of
the three waves is a necessary condition to insure reliable
results.

III. CONVERGENCE FOR 3D BEHAVIOR

For real 3D behavior, the contribution of the Biot waves
is difficult to predict. Verification of the criterion for each
wave appears to be a necessary condition. Nevertheless, con-
vergence will not necessarily follow the same rules.

FIG. 9. Acoustically excited porous column:~a! displacement amplitude
along axisx of the two phases at first resonance of the solid phase~809 Hz!.
~b! Example of an irregular mesh.

FIG. 10. Clamped poroelastic layer excited by a normal incidence acoustical
wave.

FIG. 11. Biot wavelengths for materials A, B, and C.
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We investigate now the convergence of a generic case in
order to specify some convergence rules. The generic case is
a clamped porous layer of material A, excited by a plane
wave~Fig. 10!. The dimensions are 28335 cm and the thick-
ness is 3 cm. Hexaedric linear elements are used.

A. Convergence of equivalent solid elements

We first consider the behavior without coupling effects.
Poroelastic elements are replaced by equivalent solid ele-
ments with the same stiffness of the frame and the density of
the air-filled porous material. Equivalent element is based on
the same hexaedric element used for poroelastic element.
The convergence of the frequency of the first bending mode
is given by Table II for several meshes refined in lateral and
thickness directions. The converged frequency is 48 Hz. It is
shown that within an error of 5%, convergence is reached
with a 2312312 elements mesh. Related to the deformation
shape, this yields almost 24 elements per wavelength: it is
four times the six element per wavelength criterion.

This slow convergence can be explained by the locking
phenomenon of linear elements subject to bending~Mac-
Neal, 1994!. Locking induces excessive stiffness for a par-
ticular deformation state and is related primarily to interpo-
lation failure. For bending deformation, two kinds of locking
are noticed. Shear locking is related to a bad interpolation of
the deflection which should be a second-order polynomial. A
mesh refinement in the in-plane direction will reduce this
locking effect. Dilatation locking is due to a bad interpola-
tion of thickness dilatation, induced by Poisson’s effect,
which should be a second-order polynomial, too. The phe-
nomenon is more important whenn is close to 0.5. A mesh
refinement in the thickness direction will reduce this locking
effect.

In order to minimize these effects, selective underinte-
gration~MacNeal, 1994! has been performed for shear strain
in our hexaedric element.

B. Convergence of poroelastic elements with
coupling effects

Imposition of the 1D criterion for the three waves re-
quires only two elements in lateral directions and less than
one element in the thickness at 50 Hz. According to results
obtained with equivalent elements, the minimal mesh should
be 2312312 elements.

Nevertheless, Table III~a! shows that the resonance fre-
quency is overestimated by 10% instead of 5% without cou-

pling effects. Table III~b! shows that convergence of dissi-
pated power by viscous effectsDcp is even slower, and very
sensitive to a refinement in the thickness. Moreover, when
the mesh is too coarse in the thickness, convergence is not
always monotonic, as the mesh is refined in the lateral direc-
tions.

IV. CONCLUSION

It has been shown that linear poroelastic elements verify
the convergence rate of linear monophasic elements, accord-
ing to each type of Biot wave. Classical mesh criterion, i.e.,
six linear elements per wavelength, provides a necessary
condition to obtain reliable results.

For real 3D deformations, like bending, the classical cri-
terion gives indications for a minimal mesh but is insufficient
because of locking of 3D linear elements and discrepancies
of the displacement field of the two phases. A consequent
refinement of the mesh is necessary to obtain satisfactory
results. Indicators related to the fluid motion have been
found to be very sensitive. As a consequence, the minimal
number of elements required is difficult to predict.

By nature, the convergence of poroelastic elements is
slower than the convergence of either equivalent solid or
fluid elements, because of the presence of two different scale
phenomena. The discrepancy can be lowered when the be-
havior of the porous material is dominated by the motion of
one phase.

As a consequence, this slow convergence leads to large
systems to be solved. Use of higher-order elements together
with the ~u,p! formulation ~Atalla et al., 1996, 1998!, that
requires only four degrees of freedom per node, would be an
efficient way to reduce the size of the systems. Another way
would be to design specific models dedicated to particular
applications like porous plate bending.
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TABLE II. Convergence of first bending mode frequency versus number of
elements in lateral and thickness directions, for a clamped elastic layer~28
33533 cm! equivalent to material A.

D f ~%!

Lateral directions

3 6 12 24

Thickness
1 46 16 10 9
2 45 11 5 3
4 42 9 3 1
8 40 8 2 0

TABLE III. Convergence of the first bending mode of a clamped porous
layer ~2833533 cm; material A! versus number of elements in lateral and
thickness directions:~a! frequency;~b! dissipated power by viscous effect.

Lateral directions

~a! D f ~%! 6 12 24

Thickness
1 40 15 7
2 36 10 3
4 35 8 1
8 34 7 0

Lateral directions

~b! DDcp ~%! 6 12 24

Thickness
1 89 97 104
2 84 94 97
4 64 49 38
8 54 17 0
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APPENDIX: THEORETICAL CONVERGENCE RATE
FOR 1D MONOPHASIC LINEAR ELEMENTS

Consider a clamped-free rod of lengthl, Young’s modu-
lus E, and mass per unit volumer. Assuming harmonic lon-
gitudinal motion along thex axis, the mode shaper is given
by ~Blevins, 1995!

wr~x!5w0 sinS 2r 21

l

p

2
xD , ~A1!

with natural frequencies

v r5
p

2
A E

r l 2 ~2r 21!. ~A2!

Approximation withm linear elements of the same size
leads to a system ofm21 equations of the form~Géradin
and Rixen, 1996!

E
m

l
~2w̄i 2112w̄i2w̄i 11!2v2

l

6m
~w̄i 2114w̄i1w̄i 11!

50, ~A3!

wherew̄i is the displacement of thei th node for 0, i ,m.
With a general solution of the form

w̄i ,r5w0 sin~ i k̄ r1u!, ~A4!

we get wave numbers and approximated natural frequencies

k̄r5
2r 21

m

p

2
, ~A5!

v̄ r5
1

)
A E

r l 2 mA2

12cosS 2r 21

m

p

2 D
21cosS 2r 21

m

p

2 D , ~A6!

with 1, i , r ,m. The frequency overestimation given by

v̄ r /v r depends on the ratio (2r 21)/m, where 2r 21 is re-
lated to the wavelengthl r by the expressionl r54l /(2r
21). This shows that the frequency error is a function of
number of elements per wavelength.
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Free vibration analysis of laminated piezoceramic
hollow spheres
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This paper presents an exact three-dimensional analysis of the general nonaxisymmetric free
vibration of a piezoceramic hollow sphere by employing a state-space approach. By introducing
three displacement functions and two stress functions, the basic equations of a spherically isotropic
piezoelectric medium are eventually turned into two separated state equations with variable
coefficients. The solutions of these two equations are then obtained by virtue of Taylor’s expansion
theorem. Relationships between the state variables at the inner and outer surfaces of a laminated
hollow sphere are established. Exact frequency equations corresponding to two independent classes
of vibrations are then derived from the free conditions at the spherical boundary surfaces. Numerical
results are finally presented. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1331110#

PACS numbers: 43.20.Bi, 43.20.Ks, 43.88.Fx@CBB#

I. INTRODUCTION

Piezoelectric materials play key roles as active compo-
nents in many branches of science and technology such as
electronics, infranics, and piezoelectric power supplies.1,2 In
practice, piezoelectric components and elements are usually
fabricated in a plate or shell configuration and always un-
dergo dynamic forces. Comprehensive studies on dynamic
behaviors of piezoelectric plates and shells have been
conducted.3–14 Spherical shells were addressed by
Kirichok,15 who studied the purely radial oscillation of a
piezoelectric spherical shell coupled with both inner and
outer fluid media. Babaevet al.16 considered the sound ra-
diation by a system of piezoceramic hollow spheres. Shul’ga
et al.17–19 investigated the general nonaxisymmetric vibra-
tion of a piezoceramic hollow sphere by using a separation
technique; they found that the vibration could be divided into
two separated classes as the case of a purely elastic hollow
sphere. Heyliger and Wu20 investigated the static and free
vibration response of layered piezoelectric spheres; analytic
solution was developed only for the simplest case of spheri-
cal symmetry. Some other works on piezoelectric hollow
spheres/spherical shells not mentioned above are cited in
their paper. Of practical interest is the study of piezoelectric
spherical resonators conducted by Koet al.21 and Ko and
Pond.22

The state space approach is very effective in solving
problems of laminated structures. Sosa and Castro23,24 initi-
ated its application in the plane problem of piezoelectric lay-
ered structures. Lee and Jiang25 and Chenet al.26 indepen-
dently derived the three-dimensional static state-space
formula for transversely isotropic piezoelectricity and ana-
lyzed the bending of piezoelectric plates. Chenet al.27 pub-
lished the dynamic state-space formula and considered the
free vibration of a piezoelectric thick plate. Dinget al.28 re-
cently investigated the free axisymmetric vibration of a
transversely isotropic piezoelectric circular plate. The above-

mentioned state-space formulas are all established in Carte-
sian or cylindrical coordinates. Shul’gaet al.29 first presented
two independent state equations with variable coefficients in
spherical coordinates for the vibration of a nonhomogeneous
spherically isotropic elastic hollow sphere. However, they
have completely overlooked the superiority of the state-space
approach in the analysis of laminated spherical shells/hollow
spheres; they treated the two state equations just as the sim-
plified ones that were solved by a numerical method.

Most polarized piezoceramic materials exhibit trans-
verse isotropy with the unique axis aligned along with the
poling direction. In spherical coordinates, the transverse isot-
ropy has another form, i.e., the spherical isotropy.15,19 This
work presents a state-space method to analyze the free vibra-
tion of a laminated piezoceramic hollow sphere. At first, a
different system of variables is adopted to rewrite the basic
equations that will bring out certain convenience for our
analysis. An available separation technique19,30,31 is then
used to derive two independent state equations with variable
coefficients. A variable substitution method is employed to
transfer the state equations to a form that will facilitate the
solutions, which can be obtained by using Taylor’s expan-
sion theorem. Allowing for the continuity conditions at each
interface, relationships are established between the boundary
variables at the inner and outer surfaces of a laminated hol-
low sphere. Exact frequency equations corresponding to two
independent classes of vibrations are presented. For a purely
elastic homogeneous hollow sphere, numerical results are
compared with those available in the literature and good
agreement is obtained. Parametric studies are finally given
for a three-layered piezoelectric hollow sphere.

II. GOVERNING EQUATIONS

As pointed out in Toupin,32 a ceramic shell before po-
larization is homogeneous and isotropic. However, after the
shell is permanently polarized in the radial direction by ap-
plying a large static voltage between its inner and outer sur-
faces, the point symmetry of the material is transversely iso-
tropic with an axis of symmetry in the direction of the radiusa!Electronic mail: caijb@ccea.zju.edu.cn
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vector to the center of the spherical shell. This kind of trans-
versely isotropic material is also named as spherically isotro-
pic material in elasticity.33,34 The basic equations for linear
piezoelasticity for spherical isotropy can be found in Refs.
19 and 31, for example. For the sake of the following analy-
sis, we give these equations in this section in a slightly dif-
ferent way. Assuming the center of the spherical isotropy
coincident with the origin of spherical coordinates (r ,u,f),
the constitutive relations can be rewritten as follows:

Suu5rsuu5c11Suu1c12Sff1c13Srr 1e31¹2F,

Sff5rsff5c12Suu1c11Sff1c13Srr 1e31¹2F,

S rr 5rs rr 5c13Suu1c13Sff1c33Srr 1e33¹2F,

S ru5rs ru52c44Sru1e15

]F

]u
,

S rf5rs rf52c44Srf1
e15

sinu

]F

]f
, ~1!

Suf5rsuf52c66Suf ,

Du5rD u52e15Sru2«11

]F

]u
,

Df5rD f52e15Srf2
«11

sinu

]F

]f
,

D r5rD r5e31Suu1e31Sff1e33Srr 2«33¹2F,

where¹25r ]/]r , s i j is the stress tensor,F andDi are the
electric potential and electric displacement vector, respec-
tively, ci j , « i j , andei j are the elastic, dielectric, and piezo-
electric constants, respectively. A relation 2c665c112c12

holds for the spherical isotropy.Si j in Eq. ~1! is the ‘‘gener-
alized strain tensor’’ determined by

Srr 5rsrr 5¹2ur , Suu5rsuu5
]uu

]u
1ur ,

Sff5rsff5
1

sinu

]uf

]f
1ur1uu cotu,

2Sru52rsru5
]ur

]u
1¹2uu2uu , ~2!

2Srf52rsrf5
1

sinu

]ur

]f
1¹2uf2uf ,

2Suf52rsuf5
1

sinu

]uu

]f
1

]uf

]u
2uf cotu,

wheresi j is the strain tensor;ui ( i 5r ,u,f) are three dis-
placement components. The equations of motion in terms of
stresses can easily be transformed into the following form:

¹2S ru1cscu
]Suf

]f
1

]Suu

]u
12S ru1~Suu2Sff!cotu

5rr 2
]2uu

]t2 ,

¹2S rf1cscu
]Sff

]f
1

]Suf

]u
12S rf12Suf cotu

5rr 2
]2uf

]t2 , ~3!

¹2S rr 1cscu
]S rf

]f
1

]S ru

]u
1S rr 2Suu2Sff

1S ru cotu5rr 2
]2ur

]t2 ,

wherer is the density. The charge equation of the electro-
statics also can be rewritten as

¹2D r1D r1
1

sinu

]

]u
~Du sinu!1

1

sinu

]Df

]f
50. ~4!

III. THE SEPARATION TECHNIQUE AND THE
STATE-SPACE FORMULATIONS

It has been shown that by employing certain separation
formulas,19,30,31not only can the basic equations be decou-
pled with the order reduced, the followed solving procedure
also becomes simpler. The following separation formulas are
thus adopted:

uu52
1

sinu

]c

]f
2

]G

]u
, uf5

]c

]u
2

1

sinu

]G

]f
, ur5w,

~5!

S ru52
1

sinu

]S1

]f
2

]S2

]u
, S rf5

]S1

]u
2

1

sinu

]S2

]f
, ~6!

wherec, G, andw are three displacement functions whileS1

andS2 are two stress functions. Note that the completeness
of the separation formulation for displacements, Eq.~5!, has
been verified by Hu,35 and that of Eq.~6! can be similarly
demonstrated.

By employing Eqs.~5! and ~6!, through some lengthy
manipulations, we can transfer the basic equations into the
following equations:

¹2HS1

c J 5F 22 2c66~¹1
212!1r 2r]2/]t2

1

c44
1 G HS1

c J , ~7!

¹25
S rr

S2

G

w

D r

F

6 5M ~¹1
2,r ,]2/]t2!5

S rr

S2

G

w

D r

F

6 , ~8!

where ¹1
25(]2/]u2)1cotu(]/]u)1csc2 u(]2/]f2), M is an

operator matrix, which is related to the material constants,
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the partial operators¹1
2 and]2/]t2, and the radial coordinate

r. The nonzero elements of the matrixM are given as fol-
lows:

M1152b21, M125¹1
2, M135k1¹1

2,

M14522k11r 2r]2/]t2, M1552M2552M6452g,

M215b, M22522, M235k2¹1
222c661r 2r]2/]t2,

M2452k1 , M3251/c44, M335M3452M5551, ~9!

M365e15/c44, M415«33/a, M435b¹1
2, M44522b,

M455e33/a, M525e15¹1
2/c44, M565k3¹1

2,

M615e33/a, M635g¹1
2, M6552c33/a,

where

a5c33«331e33
2 , b5~c13«331e31e33!/a,

g5~c13e332c33e31!/a, k152~c13b1e31g!2~c111c12!,

k25k1/22c66, k35«111e15
2 /c44.

~10!

For the nonaxisymmetric free vibration of a hollow
sphere, it is assumed that
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m~u,f!eivt,

S25 (
m50

n

(
n50

`

S2n~r !Sn
m~u,f!eivt,

~11!
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n
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Gn~r !Sn
m~u,f!eivt,
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(
n50

`

wn~r !Sn
m~u,f!eivt,

D r5 (
m50

n

(
n50

`

D rn~r !Sn
m~u,f!eivt,

F5 (
m50

n

(
n50

`

Fn~r !Sn
m~u,f!eivt,

where Sn
m(u,f)5Pn

m(cosu)eimf are the spherical harmonic
functions andPn

m(x) are the associate Legendre polynomials,
n and m are integers,v is the circular frequency. From the
following derivations, it will be shown that the integerm will
not appear in the resulting ordinary differential equations
about the unknown functionsS1n(r ) andcn(r ) etc., so that
it has not been indicated in the subscript of these functions in
Eq. ~11!. It is also clear thatS10, c0 , S20, andG0 all vanish

in the final expressions of displacements and stresses so that
they can be assumed zero. By virtue of Eq.~11!, one obtains
from Eqs.~7! and ~8!

r
d

dr HS1n

cn
J 5F 22 c66~ l 22!2r 2rv2

1

c44
1 G HS1n

cn
J , ~12!

r
d

dr 5
S rn

S2n

Gn

wn

D rn

Fn

6 5M ~2 l ,r ,2v2!5
S rn

S2n

Gn

wn

D rn

Fn

6 , ~13!

wherel 5n(n11).
For a p-ply hollow sphere as shown in Fig. 1, the fol-

lowing variable substitution is taken for theith layer

r 5aie
j ~ i 51,2,...,p;0<j<j i !, ~14!

wherej i5 ln(bi /ai), ai andbi are the inner and outer radii of
the ith layer, respectively. Substituting Eq.~14! into Eqs.
~12! and ~13! gives

d

dj
T1ni5N1niT1ni , ~15!

d

dj
T2ni5N2niT2ni , ~16!

where T1ni5@ t1n1 ,t1n2# i
T , T2ni5@ t2n1 ,t2n2 ,t2n3 ,t2n4 ,t2n5 ,

t2n6# i
T , with

t1n15S1n /~a1c44
~1!!, t1n25cn /a1 , t2n15S rn /~a1c44

~1!!,

t2n25S2n /~a1c44
~1!!, t2n35Gn /a1 , t2n45wn /a1 , ~17!

t2n55D rn /~a1e33
~1!!, t2n65Fn«33

~1!/~a1e33
~1!!,

and

FIG. 1. The geometry of ap-ply hollow sphere.
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where Ji5V2r iai
2e2j/a1

2, V25a1
2r (1)v2/c44

(1) is the nondi-
mensional frequency,r i5r ( i )/r (1), and,r (1), c44

(1) , and«33
(1) ,

etc., represent the material constants in the first layer. It is
noted here that a nondimensionalization procedure has been
used to derive the state equations~15! and ~16!. Thus, in
each lamina we have established two separated state equa-
tions with variable coefficients in a dimensionless form. The
solutions to these two equations will be presented in the next
section.

IV. SOLUTIONS OF STATE EQUATIONS WITH
VARIABLE COEFFICIENTS

The solution of a state equation with constant coeffi-
cients can be readily obtained by using the matrix theory.36

Therefore, for the static and dynamic analysis of laminated
cylindrical shells, Soldatos and Ye37 first divided any thick
layer into many sublayers with very small thickness and then
formulated approximately a state equation with constant co-
efficients. Ye and Soldatos38 also applied their method to
study the axisymmetric free vibrations of laminated hollow
spheres. Here, we directly start from the state equations~15!
and ~16! with variable coefficients to establish relationships
between the state variables at the lower and upper surfaces of
each lamina. According to Taylor’s expansion theorem, any
continuous function can be expressed in terms of a polyno-
mial with coefficients related to the values of its derivatives.
We thus have

Tkni~j!5Tkni~0!1
Tkni8 ~0!

1!
j1

Tkni9 ~0!

2!
j21¯

1
Tkni

~q!~0!

q!
jq1¯ ~k51,2;0<j<j i !. ~20!

From Eqs. ~15! and ~16!, the higher-order derivatives
Tkni

(q) (0), (q51,2,3,...) can be expressed in terms ofTkni(0)
as follows:

Tkni8 ~0!5Nkni~0!Tkni~0!,

Tkni9 ~0!5@Nkni8 ~0!1Nkni
2 ~0!#Tkni~0!, ~21!

Tkni- ~0!5$Nkni9 ~0!12Nkni8 ~0!Nkni~0!1Nkni~0!

3@Nkni8 ~0!1Nkni
2 ~0!#%Tkni~0!.

It is obvious from Eqs.~20! and ~21! that

Tkni~j!5Akni~j!Tkni~0! ~k51,2;0<j<j i !, ~22!

where

Akni~j!511
Nkni~0!

1!
j1

Nkni8 ~0!1Nkni
2 ~0!

2!
j21¯ . ~23!

It is immediately seen that ifNkni are constant matrices, one
will obtain Akni(j)5exp(Nknij). In this case the solution
given by Eq.~22! will coincide with the one obtained by
using the usual matrix theory.36

Settingj5j i in Eq. ~22! gives

Tkni~j i !5Akni~j i !Tkni~0! ~k51,2;i 51,2,...,p!. ~24!

Thus, the relationships between the state variables at the
lower and upper surfaces of each lamina have been estab-
lished. Further considering the continuity conditions at each
interface, one can obtain by virtue of Eq.~24!

T1np~jp!5S1nT1n1~0! ~n51,2,3,...!, ~25!

T2np~jp!5S2nT2n1~0! ~n51,2,3,...!, ~26!

whereS1n5) i 5p
1 A1ni(j i) andS2n5) i 5p

1 A2ni(j i) are square
matrices of the second order and sixth order, respectively.
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Through these two matrices, the relations between the state
variables at the outer and inner surfaces of a laminated pi-
ezoelectric hollow sphere are founded. As mentioned earlier,
S10, c0 , S20, andG0 contribute nothing to the electroelas-
tic field and Eqs.~12! and ~13! degenerate to the following
one equation only whenn50:

r
d

dr H S r0

w0

D r0

F0

J 53
2b21 22k12r 2rv2 2g 0

«33

a
22b

e33

a
0

0 0 21 0

e33

a
22g 2

c33

a
0
4

3H S r0

w0

D r0

F0

J . ~27!

We then obtain similarly

T20p~jp!5S20T201~0! ~n50!, ~28!

whereS20 is a fourth-order square matrix.

V. EXACT FREQUENCY EQUATIONS

For the free vibration problem, we have the following
boundary conditions at the inner and outer spherical sur-
faces:

s rr 5s ru5s rf5Dr50 ~r 5a1 ,bp!. ~29!

Equation~29! can be expressed in terms of the state variables
as follows:19

S rr 5S15S25D r50 ~r 5a1 ,bp!. ~30!

Since the completeness of Eq.~6! can be verified,35 the
boundary conditions~30! are adequate for the validity of the
boundary conditions~29!.

It can be seen that either the controlling equations or the
boundary and continuity conditions can be separated into
two independent classes: The first one is only related to two
state variablesS1 andC, while the second one is related to
the other six state variables. Utilizing Eq.~30!, one gets from
Eqs.~25!, ~26!, and~28!

H 0
t1n2~jp!J

p

5S1nH 0
t1n2~0!J

1
~n51,2,3,...!, ~31!

5
0
0

t2n3~jp!

t2n4~jp!

0
t2n6~jp!

6
p

5S2n5
0
0

t2n3~0!

t2n4~0!

0
t2n6~0!

6
1

~n51,2,3,...!,

~32!

H 0
t204~jp!

0
t206~jp!

J
p

5S20H 0
t204~0!

0
t206~0!

J
1

~n50!. ~33!

For nontrivial solutions, Eqs.~31!–~33! give the frequency
equations of two independent classes of vibrations, respec-
tively

S1n1250 ~n51,2,3,...!, ~34!

for the first class, and

S201250 ~n50!, ~35!

US2n13 S2n14 S2n16

S2n23 S2n24 S2n26

S2n53 S2n54 S2n56

U50 ~n51,2,3,...!, ~36!

for the second class. In Eqs.~34!–~36!, Skni j represents the
element on theith row andjth column of the matrixSkn . It
should be noted that the frequency equation of the second
class forn50, i.e., the purely radial vibration, is shown in
Eq. ~35! rather than the following equation:

US2012 S2014

S2032 S2034
U50. ~37!

This follows because, when the inner spherical surface is free
from the normal electric displacement, the outer surface will
naturally be free from the normal electric displacement as
one can see from Eq.~27! directly. This fact is also obvious
from the balance condition of the electric charge. Thus, the
third condition in Eq.~33! is automatically satisfied and one
should only consider the first condition from which Eq.~35!
is derived.

The fact that there exist two independent classes of vi-
brations of a closed spherical shell has been observed for
isotropic elastic materials,39,40 for spherically isotropic elas-
tic materials,41–43 and also for spherically isotropic piezo-
electric materials.17,19 Here, we reach the same conclusion
starting from the state-space formulations. The first class,
which corresponds to an equivoluminal motion of the sphere,
is characterized by the absence of a radial component of
mechanical displacement and of the electric potential. It is in
fact identical to the one of a spherically isotropic elastic hol-
low sphere.41,42 For the second class, the mechanical dis-
placement has, in general, both transverse and radial compo-
nents, but the rotation has no radial component. It is different
from the one of an elastic sphere because of the effect of the
electric field.

It also can be seen that the integerm, which represents
the nonaxisymmetric characteristics of the vibration, does
not appear in the frequency equations. The reason is obvious,
since any nonaxisymmetric modes of vibrations can be ob-
tained by the superposition of the axisymmetric ones with
respect to differently oriented spherical coordinates of an
identical natural frequency.44

For calculating the mode shapes, once the frequency is
obtained, the eigenstate vectors at the inner and/or outer
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spherical surfaces can be solved from Eqs.~31!–~33!. The
state vectors at any interior point can then be calculated by
the following formula:

Tkn j~j!5Akn j~j! )
i 5 j 21

1

Akni~j i !Tkn1~0! ~k51,2;0<j<j j !.

~38!

Three induced variablesSuu , Sff , andSuf are deter-
mined by

Suu2Sff52c66S ¹1
2G22

]2G

]u2 12 cotu cscu
]c

]f

22 cscu
]2c

]u]f D ,

Suu1Sff52bS rr 12gD r1k1¹1
2G22k1w, ~39!

Suf52c66S ¹1
2c22

]2c

]u222 cotu cscu
]G

]f

12 cscu
]2G

]u]f D .

To obtain the other two induced variablesDu and Df in
terms of the state variables, we first employ the following
separation formula:

Du52
1

sinu

]D1

]f
2

]D2

]u
, Df5

]D1

]u
2

1

sinu

]D2

]f
. ~40!

Then, we have

D15~e15/c44!S1 , D25~e15/c44!S21k3F. ~41!

VI. NUMERICAL STUDIES

From Eq.~23!, it is seen that to make the solution con-
verge rapidly, one can assumej i,1 or much less than 1. To
do this, we can divide each lamina into several sublayers in
the numerical calculation. In contrast to the work of Soldatos
and Ye,37,38 each sublayer does not need to be very thin;

thus, the number of the sublayers can be greatly reduced. In
addition, Soldatos and Ye37,38 formulated approximately a
state equation with variable coefficients in which model error
~the difference between the actual structure and the layer-up
approximation! was inevitably introduced, although it can be
minimized to a desired degree by adopting a larger number
of sublayers. On the contrary, such an error does not appear
in our method. Instead, only truncated error, which depends
on the computer, will be involved in our method.

It is pointed out that there is an infinite number of fre-
quencies for each class of vibration due to the three-
dimensional property of the resulting frequency equations. In
the numerical calculation, we only present the lowest non-
zero natural frequencies~V.0! that are of the most impor-
tance in practical engineering. Notice that whenn51, the
rigid body rotation and translation movements exist in the
first and second classes of vibrations, respectively. In both
cases, the natural frequency equals zero.

For comparison purpose in the future, numerical results
are all given in a tabular form.

A. Comparison and convergence studies

Cohenet al.41 presented an exact analysis of the free
vibration of spherically isotropic elastic hollow spheres by
employing two auxiliary functions. Chen and Ding42 have
also presented an exact analysis of the free vibration of a
fluid-filled spherically isotropic elastic spherical shell by in-
troducing three displacement functions. In the absence of
fluid medium, the resulting frequency equations of Cohen
et al.41 and Chen and Ding42 are identical, though different
methods have been employed. Obviously, the state-space ap-
proach suggested in this paper also can be applied easily to
the degenerated case, i.e., the purely elastic case. Thus, we
can make a numerical comparison between the present
method and the former ones41,42so that the validity as well as
the convergence characteristics of the present method can be
assessed. As mentioned earlier, however, the rate of conver-

TABLE I. Comparison with available results for a homogeneous elastic hollow sphere.

n 0 1 2 3 4 5

Present q52 First class ¯ 4.181 47 2.540 17 3.924 16 5.176 02 6.377 77
Second class 5.550 99 3.866 45 1.917 67 2.592 47 1.645 31 7.019 24

q53 First class ¯ 3.431 42 2.407 41 3.728 84 4.926 73 6.075 71
Second class 5.135 85 3.278 72 1.791 08 2.661 16 7.522 02 8.107 58

q54 First class ¯ 3.512 31 2.393 92 3.698 65 4.874 34 5.997 71
Second class 5.157 19 3.360 97 1.782 87 2.497 90 3.016 90 6.802 24

q55 First class ¯ 3.552 08 2.391 59 3.695 31 4.870 37 5.992 43
Second class 5.147 67 3.390 53 1.782 33 2.499 11 3.153 42 8.125 55

q56 First class ¯ 3.556 32 2.391 90 3.696 45 4.872 65 5.996 18
Second class 5.151 53 3.393 79 1.782 12 2.495 64 3.103 28 3.665 43

q57 First class ¯ 3.555 98 2.391 92 3.696 60 4.873 12 5.997 24
Second class 5.151 34 3.393 45 1.782 27 2.496 56 3.106 30 3.686 60

q58 First class ¯ 3.555 81 2.391 93 3.696 64 4.873 21 5.997 41
Second class 5.151 42 3.393 36 1.782 24 2.496 15 3.103 96 3.672 31

q59 First class ¯ 3.555 79 2.391 93 3.696 64 4.873 20 5.997 40
Second class 5.151 41 3.393 34 1.782 25 2.496 29 3.104 72 3.674 41

Refs. 41 and 42 First class ¯ 3.555 79 2.391 93 3.696 64 4.873 20 5.997 39
Second class 5.151 41 3.393 34 1.782 24 2.496 26 3.104 48 3.673 32
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gence of the Taylor’s series, Eq.~23!, can be improved by
dividing each lamina into several sublayers with smaller
thickness.

Table I gives the lowest nonzero natural frequenciesV
of a homogeneous elastic hollow sphere with the elastic con-
stants beingc1152031010Pa, c1251231010Pa, c1352
31010Pa, c335231010Pa, andc445131010Pa. The inner
and outer radii of the sphere area150.5b andb15b, respec-
tively. In the calculation, to make the solution converge rap-
idly, we divide the homogeneous sphere into five layers with
each layer having the thickness 0.1b. In order to check the
convergence characteristics of the Taylor’s expansion
method, we present the results for 2<q<9; here,q is the
term number in the Taylor’s series@Eq. ~23!#.

As one can see from Table I, the results forq58 and
q59 are very close and both are almost identical to the ones
obtained by using different exact methods.41,42 It indicates
that the convergence behavior of the Taylor’s expansion
method is good and the correctness of the present method is
also clarified. In the following, we will always takeq59 in
the numerical calculation. Table I also shows that for the
mode numbern,6, even whenq56 is taken, the results are
exact enough with the largest relative error smaller than
0.3% ~n55, the second class!. However, for higher modes a
largerq should be employed to obtain accurate frequencies,
as one can see from the results of the second class of vibra-
tion for mode numbersn54 andn55.

The relation of CPU time versusq depends on many
factors involved in programming such as language, algo-
rithm, precision, and the class of vibration, etc. In our case of
a MATHEMATICA program, we find the CPU time nearly
keeps invariant withq for the first class of vibration and
varies almost linearly withq for the second class of vibration
in this example.

Numerical calculation is also performed for a homoge-
neous isotropic hollow sphere with Poisson ration50.3 and
the thickness-to-mean radius ratiot* 50.5. The first three
natural frequencies of radial vibration have been calculated
by Ye and Soldatos.38 Our results show that four fictitious
layers are sufficient for results to be accurate up to four sig-

nificant figures, whenq58 is adopted, compared to eight
fictitious layers in their method.

Numerical comparison is now made between a homoge-
neous PZT-4 piezoceramic hollow sphere and the corre-
sponding elastic sphere to show the piezoelectric effect. The
geometry of the sphere is the same as that in the above ex-
ample. Table II gives the lowest frequencies~V! for these
two cases. The elastic results are labeled as PZT-4~E! in
Table II indicating that the elastic constants of the corre-
sponding elastic material are the same as those of PZT-4.
The material constants of PZT-4 as well as other two piezo-
electric materials, ZnO and CdS, are listed in Table III.45

As pointed out in the previous section, the piezoelectric
effect has completely no effect on the natural frequencies of
the first class of vibration. From Table I and Table II, we
further find that the natural frequencies forn51 do not vary
with the elastic constants. It is theoretically obvious, as we
can see from Eq.~18! that the matrixN1ni is independent of
the elastic constants if the sphere is homogeneous. For the
second class of vibration, however, the piezoelectric effect
will result in differences between the frequencies of a piezo-
ceramic hollow sphere and the corresponding elastic ones. In
particular, for a PZT-4 sphere, as shown in Table II, the
piezoelectric effect leads to the increasing of the lowest natu-
ral frequencies for all modes. This is known as the piezoelec-
tric stiffening effect, as has been reported extensively.20

B. Parametric studies

For the parametric study, we consider a three-ply piezo-
electric hollow sphere with the inner and outer radii being
a150.5b andb35b, respectively. The first attempt here is to
investigate the geometric effect on the natural frequencies. It
is assumed that the inner and the outer layers are made of
ZnO, and the intermediate one is made of CdS. Numerical
results are presented in Table IV for several cases regarding
layers’ thickness: case~1! a25b150.7b, a35b250.8b;
case ~2! a25b150.7b, a35b250.9b; case ~3! a25b1

50.6b, a35b250.9b; and case~4! a25b150.6b, a35b2

50.8b. No matter which case is considered, we divide the

TABLE II. The piezoelectric effect on the lowest natural frequency~V!.

n 0 1 2 3 4 5

PZT-4 First class ¯ 3.555 79 0.530 76 0.837 38 1.120 34 1.392 69
Second class 1.089 33 1.208 22 0.494 66 0.955 07 1.497 19 2.069 08

PZT-4~E! First class identical with those for PZT-4
Second class 1.069 11 1.181 96 0.489 00 0.935 28 1.458 61 2.009 95

TABLE III. Material constants of three piezoelectric materials.

Materials PZT-4 ZnO CdS

c11513.9,c1257.8 c11520.97,c12512.11 c1158.565,c1255.32
ci j (1010N/m2) c1351.4, c33533.64 c13510.51,c33521.09 c1354.62,c3359.36

c44516.25 c4454.25 c4451.49
ei j (C/m2) e15512.7,e31525.2 e15520.59,e31520.61 e15520.21,e31520.24

e33515.1 e3351.14 e3350.44
« i j (10211F/m) «115650,«335560 «1157.38,«3357.83 «1157.99,«3358.44
r ~kg/m3! r57500 r55676 r54824
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sphere into five sublayers with each thickness being 0.1b in
the numerical calculation. For example, for case~3!, we di-
vide the intermediate layer only into three equal thickness
sublayers.

It is shown from Table IV that amongst the four cases
considered, the lowest natural frequencies for case~1! are the
largest while those for case~3! are the smallest. This is in-
teresting because for case~1!, the thickness of the interme-
diate layer, i.e., the CdS layer, is the smallest and for case
~3!, it is the largest. Theoretically, it is because the elastic
moduli of ZnO are larger than those of CdS. Thus, a rigid
structure of case~1! will give larger natural frequencies than
a relatively soft structure of case~3!. Though the lowest
natural frequencies of the first class for case~4! are always
larger than those for case~2!, there is no such simple trend
considering the second class. It is also observed that the
smallest natural frequency of each case always occurs at the
moden52 of the second class. This fact will be very im-
portant in the practical designs. Table IV also shows that the
lowest natural frequencies of the first class are always larger
than the corresponding ones of the second class (nÞ0).
However, this could be associated with the use of different
materials and/or structures, as we can find from the next
example.

In the second example, we study the effect of the ar-
rangement scheme of the laminated structure with the sphere
geometry identical with case~1! in the above example. Six
different types of material combination are considered:~1!
ZnO/CdS/ZnO;~2! ZnO/PZT-4/ZnO;~3! PZT-4/ZnO/PZT-4;
~4! PZT-4/CdS/PZT-4;~5! CdS/ZnO/CdS; and~6! CdS/PZT-
4/CdS. As one can see, the inner and outer layers are of the
same material, with the intermediate layer of different mate-

rial. The lowest natural frequencies of the first class as well
as the second class are listed in Table V. To be comparable,
the nondimensional frequencyVP5a1vArP/c44

P are given
there, here,rP andc44

P are the mass density and elastic con-
stant of PZT-4, respectively.

As we can see, the lowest natural frequencies are differ-
ent for different layer-up schemes. Though it is natural, it
can be used in a specified design to obtain a desired fre-
quency. In fact, adopting a proper selection of the structural
scheme will possibly improve its dynamic behavior. The
analysis method proposed in this paper provides an effective
tool to perform the calculations involved with accurate re-
sults obtainable.

It is seen from Table V that the lowest natural frequen-
cies of type~3! are always larger than the corresponding ones
of type ~4!. Note that only the intermediate layers in the two
types are different, and the elastic constants of ZnO are ob-
viously larger than those of CdS. Without significant differ-
ence between the other material constants, the elastic con-
stants will be the main factor for determining the value of the
frequency. That is to say, similar to cases~1! and ~3! in the
last example, a more rigid structure will give larger natural
frequencies. This is also the case considering types~2! and
~6!. Such a fact can make it possible to determine what kind
of scheme can be left out of consideration without detailed
calculations.

Table V also clearly shows that the frequencies of the
second class are larger than the corresponding ones of the
first class for certain cases. Thus, for a correct design~in
most practical engineering, only the smallest frequency is of
significance!, the axisymmetric analysis is not enough.38

TABLE IV. The geometric effect on the lowest natural frequency~V!.

n 0 1 2 3 4 5

Case~1! First class ¯ 2.700 51 1.176 18 1.838 55 2.440 73 3.017 29
Second class 2.302 28 2.185 76 0.948 66 1.513 34 2.081 67 2.637 84

Case~2! First class ¯ 2.389 02 1.079 98 1.674 93 2.209 40 2.717 92
Second class 2.200 45 1.968 08 0.905 24 1.442 17 1.962 65 2.440 93

Case~3! First class ¯ 2.249 54 1.023 35 1.599 45 2.124 33 2.627 18
Second class 2.027 43 1.868 83 0.822 53 1.290 62 1.743 70 2.174 90

Case~4! First class ¯ 2.449 24 1.125 65 1.768 50 2.359 15 2.928 27
Second class 2.143 14 2.074 28 0.869 98 1.364 71 1.865 68 2.374 35

TABLE V. The effect of arrangement scheme on the lowest natural frequency (VP).

n 0 1 2 3 4 5

Type ~1! First class ¯ 1.587 53 0.691 43 1.080 82 1.434 82 1.773 76
Second class 1.353 43 1.284 93 0.557 68 0.889 64 1.223 74 1.550 69

Type ~2! First class ¯ 2.422 54 0.692 36 1.087 98 1.449 94 1.796 50
Second class 1.336 99 1.396 22 0.580 54 0.991 15 1.428 70 1.870 46

Type ~3! First class ¯ 2.444 73 0.563 28 0.885 09 1.178 31 1.456 71
Second class 1.151 21 1.221 09 0.502 16 0.912 47 1.375 52 1.850 53

Type ~4! First class ¯ 1.590 49 0.519 32 0.814 51 1.083 10 1.339 03
Second class 1.081 10 1.122 38 0.454 65 0.796 50 1.170 62 1.545 99

Type ~5! First class ¯ 1.531 11 0.543 21 0.842 91 1.105 58 1.346 00
Second class 1.070 50 1.057 47 0.437 74 0.706 84 0.987 38 1.272 05

Type ~6! First class ¯ 1.608 17 0.497 43 0.779 82 1.035 56 1.277 10
Second class 0.994 26 1.027 15 0.406 28 0.677 38 0.970 02 1.273 46
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VII. CONCLUDING REMARKS

This paper develops a three-dimensional analysis of the
free vibration of a laminated piezoelectric hollow sphere.
Two independent classes of vibrations are observed and ex-
act frequency equations are derived. No matter how many
layers the sphere contains, the resulting frequency equations
always keep the same order, as shown in Eqs.~34!–~36!. The
correctness of the analysis is clarified through the numerical
comparison.

For the electric condition at the spherical boundaries, the
vanishing of the normal electric displacement is assumed.
However, one can also adopt the shorted-electrode condition,
i.e., F50, at both boundary surfaces and derive the corre-
sponding frequency equations.

For coupled free vibration of a fluid-filled laminated pi-
ezoceramic hollow sphere, by introducing a relationship be-
tween the normal stress and radial displacement at the inner
spherical boundary@Eq. ~15! in Ref. 34#, one can readily
derive the corresponding frequency equations. Note that the
frequency equation of the first class will remain unchanged
for the purely elastic case.

The present method is mathematically exact, although
truncated error must be introduced in the numerical proce-
dure. Disregarding the limitation related to the computer it-
self, however, one can get the solution as precisely as de-
sired. Thus, the method can be used as a benchmark to check
various two-dimensional approximate theories or numerical
methods.

The Taylor’s expansion method can also be used in the
analysis of laminated cylindrical shells/hollow cylinders, as
well as in the analysis of plates and shells of functionally
graded materials. Recent developments in these topics will
be reported in the future.
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A spatial analysis of the generation and propagation of torsional waves in a cylindrical rod is
presented. Starting from the classical linear equation of propagation and assuming a linear medium
of propagation, the eigenfunctions of the propagation operator are calculated. Under the hypothesis
of separation-of-variables type of solution, two ways of deriving the associated modes are
performed. Given the normal mode basis, the behavior of a wavefront generated into the rod is
examined. The application to the magnetostrictive generation of torsional waves is studied.
Including the influence of eddy currents on the excitation and the geometry waveguide effects on the
wave propagation, an analytical expression of mechanical losses during the first steps of propagation
is given. A basic model of the interaction between a defect and the torsional guided waves is also
proposed. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1323717#

PACS numbers: 43.20.Bi, 43.20.Ks, 43.38.Ct@ANN#

I. INTRODUCTION

Many authors have studied the mechanical wave propa-
gation into cylindrical waveguides.1–3 They analyzed the re-
lationships between frequency and wave number related to
each type of polarization~longitudinal, flexural, and tor-
sional!. Our investigation focuses on estimation of the me-
chanical energy distribution occurring when torsional waves
are generated and propagated inside a cylindrical waveguide.
To this end, mechanical energy losses are calculated from
spatial modal analysis, showing the spatial filtering effect of
the waveguide. To determine the amplitudes connecting each
mode, two approaches were used. First, a direct method of
expanding the wave amplitudes versus normal mode func-
tions was developed. Second, using Hobson’s theorem, this
expansion becomes systematic and forms a complete space
basis. Then, this development is applied to the case of a
magnetostrictive generation of torsional waves in a rod. Spa-
tial filtering effect of the waveguide and related energy
losses are shown and the near-field distance is calculated
according to the magnetic flux density profile due to eddy
currents. Finally, under some restrictions due to mode cou-
pling, we investigate the reflected wave from a simple defect.

II. HARMONIC ANALYSIS OF TORSIONAL WAVE
MODE PROPAGATION

The waveguide is assumed to be a linear, homogeneous,
and isotropic elastic medium of propagation. We analyzed
only the torsional wave behavior. Harmonic analysis is used
to calculate the normal modes basis.

Torsional waves in a cylindrical rod, of radiusa, involve
a circumferential displacement that is independent ofu ~Fig.
1!. The governing wave equation is

]2u

]r 2 1
1

r

]u

]r
2

u

r 2 1
]2u

]z2 5
1

Ct
2

]2u

]t2 , ~1!

whereu is the displacement polarized in theu direction and
Ct is the shear wave velocity.1,2 Assuming time-harmonic
plane wave propagation the solutions to~1! are of the form

u~r ,z,t !5F~r !exp@ i ~vt2kz!#, ~2!

wherev52pn is the angular frequency,n is the frequency,
andk is the wave number. It is worth noting that this hypoth-
esis is more complex than a separation-of-variables type of
solution. It implicitly involves the classical plane wave spa-
tiotemporal form.

This form yields the amplitude equation

]2F
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r

]F

]r
2

F

r 2 1q2F50, ~3!

wherein

q25
v2

Ct
22k2. ~4!

This equation can be written as an operator equation
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2

1

r 2DF52q2F. ~5!

This defines the amplitude evolution operator
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1

r 2D . ~6!
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Then, the amplitude equation becomes a classical eigenval-
ues equation

KF52q2F. ~7!

The operatorK being a differential one, the eigenfunctions
$Fn% form an orthonormal basis4 ~i.e., the normal modes of
torsional waves in the rod!. The Hobson’s theorem ensures
the basis is a complete one. Any function representing a
torsional displacement is fully described as a linear combi-
nation of these functions~see Appendixes A and B!. At this
point a physical interpretation must be made. The orthogo-
nality of the$Fn% mathematically states that no energy trans-
fer exists from one mode to another. The completeness of the
basis implies no coupling occurs between torsional wave
modes and other polarization modes~flexural and longitudi-
nal! during propagation. This is an important property of the
basis. As shown in Sec. VI, if the basis is no longer com-
plete, there is mode coupling and a part of the incident me-
chanical energy is converted into another polarization mode.

A classical analytical approach1 leads to the general so-
lutions to Eq.~3!. These general solutions are of the form

F~r !5AJ1~qr !1CK1~qr !, ~8!

whereJ1 andK1 represent the Bessel’s function of the first
type of order 1 and the modified second type Bessel’s func-
tion of order 1, respectively. As theK1 function has an infi-
nite value forr 50, the only possible solution is obtained for
C50. The general solutions are then

u~r ,z,t !5AJ1~qr !exp@ i ~kz2vt !#. ~9!

The boundary conditions atr 5a lead to the equation

~qa!J0~qa!22J1~qa!50, ~10!

which can be simplified as

J2~qa!50. ~11!

The solutions to Eq.~11! form a set of value$bn5qna%
which is the root of the first type of Bessel’s function of
order 2. It follows that

bn11.bn . ~12!

Allowed values forbn are

$bn%5$0,5.13,8.41,11.62,14.80,17.96,21.11,...%. ~13!

From the $bn% we can compute the$kn% which gives the
eigenvalues of the propagating operatorPz ~propagation
along thez axis!. This operator includes theK operator de-
fined in Eq.~6! and the progressive wave dependence.

The eigenfunctionsCn of Pz are of the form

Cn5Fn expi $2pnt2knz0%, ~14!

such as

PzCn5expi $knz%Cn . ~15!

At any frequencyn0 , an infinite number ofkn are solutions
to the dispersion relation. These are given by the intersection
between the linen5n0 and the branches of the dispersion
curves. These curves are displayed in Fig. 2. A real-valued
kn means that, at the frequencyn0 , thenth mode is a propa-
gative one; conversely, an imaginary-valuedkn means that
the nth mode is an evanescent one.

The frequencync5(Ct/2p) b1 /a is the cutoff fre-
quency of the guide. Ifn,nc only the fundamental mode has
a real wave number. In this particular case the propagation of
the fundamental mode is the classical plane wave.

The Fn functions calculated in Appendix B are derived
as functions of the variableX, whereX is the dimensionless
radiusr /a varying from the center 0 to 1~the rod surface!.

The Fn functions are

F05
&

Ap
X,

~16!

Fn5
1

Ap

1

J1~bn!
J1~bnX!.

The first five modes are shown in Fig. 3. The zeros ofFn

define circles. These circles are called the nodal circles. The

FIG. 1. Coordinates system.

FIG. 2. Real and imaginary parts of dispersion curves for the first nine
modes fora5531023 m.

FIG. 3. Amplitude of the first five torsional modes.
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number of nodal circles of thenth mode isn.
We now have a complete set of tools to fully analyze the

propagation of any arbitrary-shaped wavefront in the cylin-
drical waveguide.

III. EXCITATION

A. General case

Let us consider a pure torsional displacement source
over a rod slice atz5z0 and suppose the amplitude of the
source is characterized by a functionf (r ), independent ofu.

Fundamental hypothesis

The excitation of a particular waveguide mode in a
given point of the section is proportional to the values of this
mode and the excitation function at this point~for more de-
tails on modal analysis methods see the book by Morse and
Ingard5!. The nth mode is excited in an elementary section
j dj du proportionally to

dun5Fn~j! f ~j!j dj du Fn~r !. ~17!

This property has a well-known consequence; it is impos-
sible to excite a particular mode of a bar or membrane if the
excitation is located at a node of the mode@Fn(r )50 at a
node or on a nodal line or circle#.

To see how thenth mode is excited over the whole
section of the rod, we sum all the contributions of each el-
ementary area. The amplitudeLn of theFn function excited
by the functionf (r ) is then

Ln5E
0

aE
0

2p

Fn~j! f ~j!j dj du. ~18!

Summing all the mode contributions gives the initial dis-
placement

u5E
0

aE
0

2p

(
n50

`

dun5 (
n50

`

LnFn . ~19!

It is worth noting that the initial displacement is equal to the
excitation function according to Eq.~A4!. It is true because
the $Fn% form a complete basis.

Another way of calculating the normal mode expansion
of f is to use the algebraic properties of the$Fn% directly.
The basis being complete, any function representing a tor-
sional displacement is described as a superposition of theFn

functions@Appendix A, Eq.~A4!#,

f ~r !5I "f 5(
n

Fn~fn"f !, ~20!

which leads to the integral form

f ~r !5(
n

S E
0

aE
0

2p

Fn~j! f ~j!j dj du DFn~r !5u. ~21!

This emphasizes that the initial displacement created atz
5z0 is equal to the excitation functionf (r ).

Using the condensed form defined in Eq.~19!, we have

u5(
n

Fn~r !Ln . ~22!

The set$Ln% resulting from the projection off over the$Fn%
is the spatial spectrum of the excitation function.

B. Magnetostrictive case

If the rod is now made of a magnetostrictive material,
steel for example, we can generate torsional mechanical
waves using Wiedeman’s6–8 effect; the equations governing
Wiedeman’s effect are presented in the following. From a
practical standpoint the magnetostrictive transducer is a driv-
ing coil encircling the rod. In order to use linear magneto-
striction, a static circumferential magnetic biasing field is
needed~see Ref. 6 for the technical process! To this end, a dc
current along the rod length magnetizes the medium. A dy-
namic current~transient or sinusoidal! through the driving
coil induces a changeB(r ,t) in flux density. According to
the law of magnetostriction, this change produces a stress
wave traveling down the rod. In our study we suppose the
magnetostrictive effect only occurs at the generating pointz0

and we neglect the inverse magnetostrictive effect along the
rod. In this particular casef (r ) is related to the spatial dis-
tribution of magnetic flux densityB in the rod due to eddy
currents. The exponential shape off (r ) is a direct conse-
quence of eddy currents9

B~r ,t !5B0Y~r 2a!expH r 2a

d J exp$2ipnt%, ~23!

whereY(r ) is the unit step function or Heaviside function
which has the value 1 forr .0 and 0 elsewhere.B0 is the
static magnetic flux density andd the skin thickness which is
a function of frequencyn.9

The equations for Wiedeman’s effect given by Tzannes5

are

S Hz

Tru
D5S 1

m r
S 22&l

2
l

&
GB D S Bz

Sru
D . ~24!

Bz and Hz are the dynamic magnetic flux density and the
dynamic magnetic field, respectively,l is the magnetostric-
tive constant,GB the shear modulus at constant magnetic
flux density,m r

S the permeability at constant strain;T andS
are the stress and strain in the medium, respectively. Ne-
glecting the inverse Wiedeman’s effect gives the equations

Hz5
1

m r
S Bz,

~25!

Tru52
l

&
Bz1GBSru.

AssumingSru50 at the beginning of the excitation gives the
following equation for the excitation functionf (r ):

Tru5
] f ~r !

]r
2

1

r
f ~r !52UBz , ~26!

whereU is a function of the magnetic and elastic parameters
andl is the magnetostrictive constant of the material.6,9
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Introducing theB(r ) expression~21! into ~24! leads to a
differential equation forf (r )

] f ~r !

]r
2

1

r
f ~r !52UB0Y~r 2a!expH r 2a

d J . ~27!

Solving this differential equation gives the expression for the
excitation function

f ~r !5C expH 2
a

dJ r E
2r /d

` exp$2h%

h
dh, ~28!

whereC is an arbitrary constant.
A numerical evaluation off (r ) shows for lowd/a val-

ues, a good approximation~less than 1%! of this function is

f ~r !5C expH r 2a

d J }UB0 expH r 2a

d J . ~29!

With these approximations we found that the excitation
function is proportional to the applied magnetic flux density.
Figure 4 shows the set$Ln% that is the spatial spectrum of
f (r ), calculated fora51022 m andd51023 m.

We have also calculated the spectrum off (r ) for several
values ofd. This enables one to estimate the energy distri-
bution on each mode as a function of the skin thicknessd
from Eq. ~A8!. Figure 5 gives the spatial spectra for several
values ofd versusbn values. The projection has the math-
ematical form of a Hankel’s transform~Appendix B!. A re-
markable property of this transform is the uncertainty rela-
tion. The equivalent width product of the function and

Hankel’s transform is a constant. In our particular case this
means the length of thef spatial spectra is proportional to
1/d. Decreasingd increases the excited modes number.

IV. SPATIAL FILTERING EFFECT OF THE WAVEGUIDE

As mentioned in Sec. III, the initial displacement is in-
terpreted as a linear combination of normal modesCn . The
propagation behavior of these normal modes has been inves-
tigated in Sec. II. From these results we derived the displace-
ment evolution along thez propagation axis.

The initial displacement atz5z0u(z0 ,r ,t) is of the form

u~z0 ,r ,t !5(
n

LnCn . ~30!

Applying Pz to u gives

u~z,r ,t !5Pz(
n

LnCn5(
n

expi ~knz!LnCn . ~31!

Assuming the working frequencyn is below the cutoff fre-
quencync , only thek0 wave number is real; higher ones are
purely imaginary.

Recalling the expression~4! of kn

kn5F S v

Ct
D 2

2qn
2G1/2

5@k0
22qn

2#1/2. ~32!

We can study the evolution of mode 1 amplitude as a
function ofz. For this mode the wave numberk1 is given by

k15 iK 1 and K15S q1
22S v

Ct
D 2D 1/2

. ~33!

For a radius of 531023 m (Ct53.3.103 ms21,nc5540 kHz)
at a 100-kHz frequencyK1'1000'q1'5/a. Hence, the
mode 1 amplitude can be written as follows:

u15L1F1~r !exp2S 5

a
zD . ~34!

According toqn11.qn , mode 1 is the last evanescent mode
to vanish. At a distanceD52a from the excitation source,
the amplitude has been attenuated by a factor exp(210)
'4.531025. The near-field length is very short. Although
the excitation is predominantly a surface excitation, beyond a
distanceD52a from the source, only the fundamental mode
still exists so the wave propagates into the whole guide sec-
tion. Kaule10 described this phenomenon experimentally.
Figure 6 illustrates this near-field behavior of the generated
wave amplitude.

Moreover, we can define the excitation efficiencyEeff as
the ratio between the energy part which propagates and the
total energyEt brought to the system.

First, we can give a numerical evaluation of the expres-
sion for Eeff

Eeff}
L0

2

Et
5

L0
2

(Ln
2 . ~35!

For d51024 m anda51022 m and summing over the first
200 terms of the series, we findEeff in dB

Eeff5211.1 dB. ~36!

FIG. 4. Spectrum off (r ) for a51022 m andd51023 m.

FIG. 5. Spectrum off (r ) for a51022 with different values ofd ~in m!.
Values ared51024 ~cross!, 531024 ~square!, and 1023 ~triangle!.

54 54J. Acoust. Soc. Am., Vol. 109, No. 1, January 2001 J-C. Aime et al.: Spatial analysis of torsional waves



This represents the ratio of total energy which propagates in
both the z.0 and z,0 directions. The ratio of energy,
which propagates in thez.0 direction, is

Eeff15
Eeff

2
5214.1 dB. ~37!

Second, we can deduce from Eqs.~18! and~A8! an ana-
lytical expression ofEeff as a function ofd anda,

L05
&

a2Ap
CE

0

2pE
0

a

expH j2a

d J j2 dj. ~38!

Assumingd/a!1, as is the case in practical measurements,
leads to

L0
254pC2d2S 122

d

a
12S d

aD 2D . ~39!

Developing expressions ofL0
2 and u f (r )u2, we find

Eeff58
d

a

S 122
d

a
12

d2

a2D 2

S 12
d

2aD , ~40a!

which can be expressed as a function of the dimensionless
parameterx5d/a,

Eeff58x
~122x12x2!2

~12x/2!
'

x→0
8x228x2. ~40b!

With d51024 m anda51022 m, calculation yields

Eeff5211.2 dB. ~41!

The ratio of energy, which propagates in thez.0 direction,
is then

Eeff15214.2 dB. ~42!

These consistent results lead to a major property of the
guide: given a rod radius, the closer the excitation is to the
rod surface, the more important are the losses. In the particu-
lar case of the magnetostrictive generation of torsional
waves, the skin thickness is readily related to frequency, so

increasing frequency decreases skin thickness and increases
losses. These losses could be counterbalanced using some
B(r ,t) higher magnitudes. Accordingly, high currents at high
frequency have to be generated through the driving coil. Re-
gardless of the magnetostrictive efficiency, the latter limita-
tion could possibly explain why it is very difficult to create a
high-frequency~more than several hundred kHz! torsional
wave pulse in a ferromagnetic rod of several centimeters in
diameter using magnetostrictive devices. Conversely, in the
case of piezoelectric generation of torsional waves, the exci-
tation is still localized at the rod surface and very high volt-
age pulses into the piezoelectric devices are needed in order
to counteract the propagation filtering effect in the rod.

V. EFFECT OF DEVICE WIDTH IN PULSED MODE

The influence of the device width in magnetostrictive
pulsed mode generation and detection of mechanical waves
has been studied by Onoe,8 Rothbart and Rosenberg,11 and
Williams.12 Major results of these studies can simply gain
from the harmonic analysis developed above. To this end,
the rod linear medium assumption enables us to apply the
harmonic analysis to each frequency composing the pulse,
and sum all the frequency contributions. This development is
only valid for the wave generated from a coil slice. In the
following we suppose that pulse frequency components are
below the cutoff frequency of the rod.

Elementdz of the coil atz5z0 creates at the frequency
n and in thez.0 direction the displacement field

u~z,r ,t !5
L0

&
F0 exp@ i ~vt2k0~z2z0!!#. ~43!

The& coefficient ensures that only half the energy inserted
in the guide is considered~i.e., only the wave that propagates
in the z.0 direction is examined!.

Replacingk0 into the expression, according to the dis-
persion relation of mode 0,k0Ct5v leads to

u~z,r ,t !5
L0

&
F0 expF ivS t2

z2z0

Ct
D G . ~44!

Now, considering a time excitation of the form

u~z0 ,t !5V~ t !5E
2`

1`

Z~v!exp~2 ivt !dv, ~45!

we obtain the displacement created atz by elementdz,

u~z,r ,t !5E
2`

1` L0

&
F0Z~v!expF ivS t2

z2z0

Ct
D Gdv. ~46!

The final form is

u~z,r ,t !5
L0

&
F0VS t2

z2z0

Ct
D . ~47!

The total displacement field created by the coil is the sum of
each elementary displacement over theL coil width

u~z,r ,t !5E
0

L L0

&
F0VS t2

z2z0

Ct
Ddz0 . ~48!

FIG. 6. Near-field amplitudes at several distances from the excitation point
for a51022 m andd51023 m @excitation function is such thatf (1)51#.
Distances arez50 ~A!, z52a/5 ~B!, z54a/5 ~C!, z56a/5 ~D!, z57a/5
~E!, z58a/5 ~F!, z54a ~G!.
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This integral can be graphically interpreted as a smoothing
process. TheV(t) function is scanned by anL/Ct time-
width rectangular slot. For a 3-mm coil width this corre-
sponds to a bandwidth approximatelyCt /L'1 MHz low-
pass filtering. Accordingly, the effect of the coil width does
not affect a signal composed of lower frequencies.

VI. DEFECT INTERACTION

Now, we investigate the interaction between a flaw in
the rod and the lowest-order torsional wave mode. We sup-
pose that the flaw is located at a positionz5zd and charac-
terized by au-dependent reflection coefficientR. The R re-
flection function value is 1 over a given cross section and 0
elsewhere. The defect is also assumed to have nozextension.

From the normal mode decomposition, the description
of the R function is much more difficult. TheR function
beingu dependent, the initial wavefront of the reflected wave
at z5zd is a function of bothr andu variables. So, it cannot
be described as a superposition of thecn functions. Indeed,
the Pz propagation operator is no longeru independent and
the$cn% basis is no longer a complete one. In addition to the
$cn% basis, the new basis involves higher modes and other
types of polarization.1 The $cn% becomes the basis of the
functions describing only the pure torsional part of the re-
flected wave.

However, in the case below cutoff frequency propaga-
tion, we can calculate the part of the reflected wave that
propagates on the lowest torsional mode. The reflected wave
at pointz5zd can be expressed as follows:

P~r ,u!5R~r ,u!L0F0~r ,u!. ~49!

The reflected wave in the far-field zone (z@2D) is

~F0"P!C0~r ,zd2z,t !. ~50!

This wave is traveling down thez,0 direction. The ampli-
tude of the reflected fundamental mode componentL0r is
given by

L0r5F0"@L0RF0#5E
0

2pE
0

a

L0uF0~r !u2R~r ,u!r dr du.

~51!

ExpressingL0r as a function ofL0 gives

L0r5L0E
0

2pE
0

a

uF0~r !u2R~r ,u!r dr du5L0F. ~52!

The energy associated with this amplitude is

Er5L0r
2 5L0

2F2. ~53!

We are now able to estimate the efficiency of transduc-
tion and interaction denotedG as the ratio ofEr andEt as

G5
Er

Et
5

L0
2

Et
F25Eeff1F2. ~54!

In order to perform the evaluation of expressionF we
used a quite simple defect function illustrated in Fig. 7. This
function does not represent a particular defect but a very
simple model which allows an analytical computation ofF.
It is defined by three parameters: 1,a, andr 0 ; 1 is the radial

thickness,a is the angular width, andr 0 is the distance from
the axis. Using these parameters, the calculation yields

F5E
0

aE
r 021/2

r 011/2 2

pa4 r 3 dr du5
a lr 0~ l 214r 0

2!

2pa4 . ~55!

Introducing the dimensionless parametersl r5 l /a, r r0

5r 0 /a, anda r5a/2p leads to

F52a r
2l r

2r r0
2 ~ l r

214r r0
2 !2. ~56!

Now, we can determine the amount of reflected energy
from a simple defect model as a function of these param-
eters. Figure 8 shows theF evolution in dB as a function of
l r and for fixed values ofr r0 anda r . It should be noted that
for a givenF many configurations of the defect function are
possible. The measurement of the reflected amplitude is not
enough to fully characterize the defect function; this is a
typical case of an undetermined inverse problem. We need
more measured data to characterize the defect.

VII. CONCLUSION

Although simple, the normal mode model gives rise to
some significant results. We showed analytically, despite a
wave generation close to the rod surface, that at a short dis-
tance from the source of excitation the torsional wave pen-
etrates into the whole guide section. As a consequence, the
torsional wave can be useful to search for inner defects.

Then, we showed that the waveguide propagation char-
acteristics induce a spatial filtering effect with associated en-
ergy losses. In fact, in the simpler case of pulse where only
the fundamental mode is propagating, a fraction of the me-

FIG. 7. Defect function.

FIG. 8. F in dB for a r51/16 andr ro51/2 vs l r .
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chanical energy is transferred into evanescent modes in the
first steps of propagation, and dissipated into heat.

In the special application of a magnetostrictive excita-
tion to the generation of mechanical stresses in a waveguide,
regardless of the magnetostrictive efficiency itself and the
purely magnetic losses, we showed the major limitations in
the mechanical energy transduction efficiency.

First, we mentioned that these mechanical energy losses
are directly related to the skin thickness to the rod radius
ratio. Second, given a rod radius and a frequency increase,
the proportion of energy transferred to higher evanescent
modes increases.

According to the technical difficulty to generate high
dynamic density fluxes at increasing frequencies, this latter
behavior highlights the problem of the high frequencies gen-
eration in such a structure using magnetostrictive excitation.

Even if major results relative to the loss of mechanical
energy of torsional guided waves can be generalized, an ex-
tension of the present analytical model with respect to other
types of polarization mode is needed to fully consider the
usefulness of guided waves in the nondestructive testing
problems.

The limitation of our approach is mentioned in the case
of the reflected wave from the defect using a first-order in-
teraction model. Further studies considering the 2D-coupled
propagation equation have to be conducted. For instance, the
case of ‘‘longitudinal’’ or ‘‘flexural’’ waves is not trivial to
derive.
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APPENDIX A: LINEAR ALGEBRA, HERMITIAN INNER
PRODUCT, AND DIMENSIONLESS VARIABLES

Consider complex functions of the real variablesx andu
defined forxP@0,1# anduP@0,2p#. These functions define
a vectorial spaceH. The Hermitian product of two functions
f andg is defined by

f ~x,u!"g~x,u!5E
0

2pE
0

1

f ~x,u!g* ~x,u!x dx du, ~A1!

where* stands for the complex conjugate. This product de-
fines an associated norm

g~x,u!"g~x,u!5E
0

2pE
0

1

ug~x,u!u2x dx du5igi2. ~A2!

The square of the norm can be interpreted as the ‘‘energy’’
associated with the function. A vectorial space with an Her-
mitian product is called an hermitic space. In such a space
the eigenfunctions$Fn% of a differential operator form an
orthonormal basis.
The $Fn% has the properties

Fn"Fm5dnm , ~A3!

wherednm is the Kronecker symbol such thatdnm51 for n
5m and 0 otherwise.

If the basis is complete, any function ofH can be de-
scribed as a sum ofFn functions

f 5(
n

Fn~Fn"f !. ~A4!

In terms of operators it can be written as

(
n

Fn~Fn"!5I , ~A5!

whereI stands for the identity operator.
Moreover, the energy of a function can be written as a

function of the$Fn%,

f "f 5(
n

Fn~Fn"f !"(
m

Fm~Fm"f !. ~A6!

Introducing the quantityLn5Fm"f , we find the relation

f "f 5(
n

uLnu2. ~A7!

The energy of the functionf is the sum of the energy of all
the components off in the$Fn% basis. This result leads to the
relation

E
0

2pE
0

a

u f ~r !u2r dr du5(
n

uLnu2. ~A8!

To work with dimensionless variables, we define the or-
thogonal transform for functions ofH,

e~r ,u!↔ 1

a
e~X,u! with X5

r

a
, ~A9!

with r P@0,a# and XP@0,1#. Given this rule, we have the
relationship

e~r ,u!"g~r ,u!5e~X,u!"g~X,u!, ~A10!

where the left-hand side denotes the Hermitian product in the
space of function defined forr in @0,a# and the right-hand
side for functions ofX in @0, 1#. The Hermitian product of
two functions is conserved under the orthogonal transform
r↔X.

APPENDIX B: NORMALIZATION OF THE Fn
FUNCTIONS

The eigenfunctions of the amplitude operatorK are the
functions

Fn~r ,u!5AnJ1S bn

r

a D , ~B1!

wherea is the rod radius andbn are the positive roots of the
equation

J2~bn!50. ~B2!

To normalize these functions we compute the Hermitian
inner product

Fn"Fm5E
0

2pE
0

a

AnAmJ1~pnr !J1~pmr !r dr du. ~B3!

These integrals are
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2pAnAmE
0

a

J1~pnr !J1~pmr !r dr

5F a

pn
22pm

2 S J1~pma!

a D ~J2~pna!!G . ~B4!

Taking into account the boundary conditions, this expression
vanishes formÞn and we have shown that the$Fn% are
orthogonal functions. Now, we have to find the constantAn

to normalize$Fn%. For that we compute the squared norm of
Fn,

Fn"Fn52pa2E
0

a

An
2~J1~qnr !!2r dr 52p

a2

2
J1

2~qna!An
2.

~B5!

Since the constantsAn are arbitrary, we can choose them so
that Fn"Fn51. This give theAn values

An5
1

Ap

1

aJ1~qna!
. ~B6!

The caseqn50 must be calculated separately. For that we
take the limit ofAn whenqn→0. The general expressions of
the Fn written as a function ofr are

F05
&

Ap

r

a2,

~B7!

Fn5
1

Ap

1

aJ1~qna!
J1~qnr !.

In the dimensionless interval@0, 1#, using the transformation
rules defined in Eq.~A10!, the functions of the dimensionless
variableX are

F05
&

Ap
X,

~B8!

Fn5
1

Ap

1

J1~bn!
J1~bnX!.

With the expression~B8! we can interpret the operation
giving the valuesLn defined by

Ln5Fn"f 5E
0

2pE
0

a

AnJ1~pnr ! f ~r !r dr du, ~B9!

as an Hankel transform.13 The function givingL(pn)5Ln is
the Hankel transform off (r ). Let d be the equivalent width
of f (r ); the uncertainty relationship ensures that the function
L(pn) has equivalent length of order 1/d.

APPENDIX C: THE HOBSON’S THEOREM „Ref. 14…

Let b1 ,..,bn denotes the positive roots of the equation

Jm11~b!50, ~C1!

wherem has any real value>0.
For any functionf (z) defined within the interval@0,1#

andzP@0,1#, the Hobson theorem states that the series

2~m11!zmE
0

1

f ~j!jm11 dj

1(
r 51

`

CrJm~b rz!E
0

1

f ~j!Jm~b rj!j dj, ~C2!

in which Cr denotes

Cr5
2

~Jm~b r !!2 , ~C3!

converges towards the value

1
2$ f ~z10!1 f ~z20!%. ~C4!

This relation assumes that in the neighborhood ofz the func-
tion f (z) is of limited total fluctuation~à variation bornée!.14

At the boundaries of interval, atz51 the series con-
verges to the valuef (120) and atz50; the series con-
verges to 0. The expression~B2! with m50 is similar to the
expression~A4!. This theorem proves analytically that the
function f can be written as a series of, and only of,Fn

functions. This demonstrates that the basis defined in Appen-
dix B is complete.
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The problem of sound propagation near a lined wall taking into account mean shear flow effects and
viscous and thermal dissipation is investigated. The method of composite expansion is used to
separate the inviscid part, in the core of the flow, from the boundary layer part, near the wall. Two
diffusion equations for the shear stress and the heat flux are obtained in the boundary layer. The
matching of the solutions of these equations with the inviscid part leads to a modified specific
acoustic admittance in the core flow. Depending on the ratio of the acoustic and stationary boundary
layer thicknesses, the kinematic wall condition changes gradually from continuity of normal
acoustic displacement to continuity of normal acoustic mass velocity. This wall condition can be
applied in dissipative silencers and in aircraft engine-duct systems. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1331678#

PACS numbers: 43.20.Mv, 43.28.Py@LCS#

I. INTRODUCTION

In this paper, the problem of acoustic propagation in a
duct with parallel shear flow and transverse temperature gra-
dient is investigated. The aim is to take into account visco-
thermal effects in the boundary layer near a lined wall. These
effects are accounted for by modifying the boundary condi-
tion at the duct wall. The effects of temperature and velocity
gradients as well as thoses caused by dissipation are concen-
trated in a thin layer near the wall. In the core of the flow, the
fluid is considered to be an ideal gas and the velocity and the
temperature vary only slowly. Finally, a new boundary con-
dition on the wall is obtained for the sound in the core flow.

Several authors1–8 have addressed the problem of propa-
gation in lined flow ducts for adiabatic, inviscid sound
propagation. In these cases, they have assumed continuity of
displacement at the wall since it seems to be the more
appropriate.9 Nayfeh10 has studied how viscothermal effects
affect the impedance for the case where the acoustic bound-
ary layer is much thinner than the mean flow boundary layer.
In this paper, by taking into account both viscothermal ef-
fects near the wall and the effects of large stationary velocity
and temperature gradients, it is shown that the effective
boundary condition can be continuity of normal acoustic dis-
placement, or continuity of normal acoustic velocity, or a
mixed condition depending on the different length scales
~acoustic and mean flow boundary layer thicknesses!. This
wall condition can be applied in lined flow ducts such as
dissipative silencers and aircraft engine-duct systems.

The equations of lossy fluid mechanics linearized about
a mean state are presented in Sec. II. These equations are
simplified by making classical boundary layer assumptions
for a flow near a plane wall and scaled to obtain dimension-
less equations. An asymptotic representation of these equa-
tions is then given in Sec. III. In the core of the flow, the

problem reduces to solving the equations of lossless acous-
tics with mean parallel shear flow and mean transverse tem-
perature gradient. The effects of the boundary layer can be
taken into account by a modified admittance of the wall. This
modified admittance is found in Sec. IV by solving two dif-
fusion equations~for the shear stress and the heat flux! in the
boundary layer. In Sec. V the analysis is extended to the case
of rough lined walls.

II. GENERAL EQUATIONS

The situation for the sound propagation being investi-
gated is shown in Fig. 1, where the lined wall lies in the
planey* 50 of a coordinate system (x* ,y* ,z* ). The gen-
eral equations governing the linear oscillations of a gas with
a mean flow are

]r*

]t*
1r0*“•v* 1v0* •“r* 1v* •“r0* 1r*“•v0* 50, ~1a!

]v*

]t*
1~v0* •“ !v* 1~v* •“ !v0* 1

1

r0*
“p* 1~v0* •“ !v0*

r*

r0*

5
B*

r0*
, ~1b!

]s*

]t*
1v0* •“s* 1v* •“s0* 5

Q*

r0* T0*
, ~1c!

p* 5c0*
2r* 1h0* s* , ~1d!

where the terms without subscript refer to fluctuating com-
ponents and the subscript 0 refers to mean valuesv* is the
velocity, p* is the pressure,r* is the density,s* is the
entropy.T* is the temperature,cp* is the specific heat of the
gas at constant pressure,c0* is the adiabatic sound speed

c0*
2~y* !5S ]p0*

]r0*
D

s

, ~2a!a!Present address: ‘‘Silencers: Consulting and Engineering,’’ Dorotheenstr.
76, Hamburg D-22301, Germany.
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and, for an ideal gas

h0* ~y* !5S ]p0*

]s0*
D

r*

5
r0* c0*

2

cp*
. ~2b!

The sources of forcesB* and of heatQ* include all the
dissipation terms, and expressions for these are given in the
following.

The x axis is chosen to be aligned with the mean veloc-
ity. Gradients ofv0* , r0* , s0* , andp0* in the x andz direc-
tions are considered negligible in comparison with their gra-
dients in they direction normal to the wall~assuming a fully
developed stationary flow!. Furthermore, the stationary pres-
sure is assumed constant in they direction (dp0* /dy* 50).
This last assumption leads to

ds0*

dy*
52

cp*

r0*

dr0*

dy*
5

cp*

T0*

dT0*

dy*
, ~3!

and tod(r0* /c0*
2)/dy* 50.

For simplicity the sound is assumed to propagate only in
the x direction ~an extension to propagation in bothx andz
directions is straightforward!. Then, by introducing dimen-
sionless quantities, the variables may be written as follows:

x* 5xca /v* , y* 5yca /v* , t* 5t/v* , c0* 5cac0~y!,

u0* 5cau0~y!, u* 5cau~y!E,

v0* 50, v* 5cav~y!E,

p0* 5raca
2p0, p* 5raca

2p~y!E,

T0* 5TaT0~y!, T* 5TaT~y!E,

r0* 5rar0~y!, r* 5rar~y!E,

s0* 5cp* s0~y!, s* 5cp* s~y!E,

~4!

where the subscripta refers to dimensional properties in the
core of the flow~for instance in the midline!, v* is the
frequency,ca is the sound speed (ca

25cp* (g21)Ta), u and
v are the velocity components in thex andy directions, and
E5exp(2iv* t*1ik*x* )5exp(2it1ikx) where k5k* ca /
v* is the wave number.

Using expressions~4! with the above assumptions, Eqs.
~1! are transformed to

2 iVr1r0S iku2 iV
dj

dy
1 ik

du0

dy
j D2 iV

dr0

dy
j50, ~5a!

2 iVu2 iV
du0

dy
j1

ikp

r0
5

da
2

2

rw

r0
Bx , ~5b!

2 iVv1
1

r0

dp

dy
5

da
2

2

rw

r0
By , ~5c!

2 iVs1 iV
1

r0

dr0

dy
j5

da
2

2

rw

r0

Q

T0
, ~5d!

p5c0
2r1s, ~5e!

whereV512ku0 andj52v/ iV is the acoustical displace-
ment in they direction,da5(2mav* /rw* ca

2)1/2 is the dimen-
sionless acoustic boundary layer thickness,rw* 5rarw is the
density at the wall, andma is the dynamic viscosity of the
fluid. For simplicity the dynamic viscosity and the thermal
conductivity are assumed to be constant and the bulk viscos-
ity is assumed to be equal to zero; then, the dissipation terms
Bx , By andQ are given by

Bx5
d2u

dy2 1
1

3
ik

dv
dy

1
4

3
k2u, ~6a!

By5
4

3

d2v
dy2 1

1

3
ik

du

dy
2k2v, ~6b!

Q5
1

s2 S d2T

dy22k2TD12~g21!
du0

dy S du

dy
1 ikv D , ~6c!

wheres25cp* ma /ka is the Prandtl number;ka is the ther-
mal conductivity. By retaining only the two variablesj and
p, Eqs.~5! lead to

dj

dy
1F12S c0k

V D 2Gp52
rwda

2

2ir0V F Q

T0
1

k

V
BxG , ~7a!

dp

dy
2S V

c0
D 2

j5
da

2

2
By . ~7b!

The propagation equations, Eqs.~7!, must be applied
with boundary conditions at the wall. The most appropriate
choice to express the boundary conditions would be to use
the compliance of the wall which links pressure and normal
displacement. But, the liner characteristics are more usually
given in terms of the wall admittance. Thus, the boundary
condition at the wall is written

Y5
r0cav* ~0!

p* ~0!
5

v~0!

p~0!
, ~8!

whereY is the specific acoustic admittance of the wall.

III. ASYMPTOTIC REPRESENTATION

For simplicity, it is helpful to separate the problem into
two regions:~1! the core of the flow, where the dissipation
effects can be neglected;~2! a thin layer near the wall, within
which the viscous and thermal dissipation effects are con-
fined.

FIG. 1. Schematic description of the geometry.
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Thus, the problem is amenable to asymptotic analysis.
With the method of composite expansions,11 the solution for
any quantityq(y), whereq5u,v,j,p,T,r is expressed as
q5qc(y)1qb(z) with z5y/da . The second term with sub-
script b ~representing boundary layer terms near the wally
50! tends to zero asz→`. The gradients of mean velocity
and temperature are assumed to be non-negligible in the
boundary layer. Then, it is convenient to express them, re-
spectively, asua5Mc(y)1Mb(z) andTo5Qc(y)1Qb(z),
where the terms with subscriptb account for the significant
gradients near the wall.

The first terms~inviscid terms in the core of the flow!
can be obtained from Eqs.~5! without dissipation and with-
out large gradients near the wall. In the core of the flow, Eqs.
~7! lead to the convected wave equation for the outer pres-
surepc

d

dy F S c0c

Vc
D 2 dpc

dy G1F12S c0ck

Vc
D 2Gpc50, ~9!

whereVc512kMc and c0c
2 5Qc . This equation may also

be written10

d2pc

dy2 1S 1

Qc

dQc

dy
2

2k

Vc

dMc

dy D dpc

dy
1S Vc

2

Qc
2k2D pc50, ~10!

which is the classical Pridmore-Brown12 equation with tem-
perature gradient. An effective admittance could be defined
for the outer region by

Yc5
vc~0!

pc~0!
, ~11!

while the relationship between the normal velocity and the
normal pressure gradient given by Eq.~5c! can be simplified
as iVcvc5dpc /dy.

In the boundary layer, taking the limitda→0, Eqs.~7!
reduce to

djb

dz
52

rwda

2ir0V FQb

T0
1

k

V
BbG , ~12a!

dpb

dz
50, ~12b!

where

Bb5
d2ub

dz2 , ~13a!

and

Qb5
1

s2

d2Tb

dz2 12~g21!
dMb

dz

dub

dz
. ~13b!

The solution of Eq.~12b! ~which tends to zero asz
→`! is pb50. Thus, the pressure is constant across the
boundary layer to the first order inda .

Integration of Eq.~12a! leads to

jb~0!52daE
0

` rw

2ir0b~z!Vb~z!

3F Qb

Qc~0!1Qb~z!
1

kBb

Vc~0!1Vb~z!Gdz. ~14!

Without any dissipation, the kinematic condition in the case
of a vanishing stationary boundary thickness is continuity of
acoustic normal displacement.9 Using the above notation,
this means thatjb(0)50. Equation~14! shows that this con-
dition does not hold when there is dissipation, and that an
added normal displacementjb(0) is introduced by the vis-
cothermal effects.13 The expression for the added displace-
ment may be simplified ifDQ05Q02Qw @where Q0

5Qc(0) andQw5Qc(0)1Qb(0) is the wall temperature#
andM05Mc(0) are small compared to 1. To the first order
in the parametersM0 andDQ0 , the added displacement may
be written

jb~0!52
idn

2 S 1

Qws2

dTb

dz
~0!1k

dub

dz
~0! D . ~15!

The added displacementjb(0), which needs to be included
in the boundary conditions, is defined only in terms of the
heat fluxq5dTb /dz and the shear stresst5dub /dz at the
wall. How these are determined is shown in the next section.

IV. DETERMINATION OF THE ADDED
DISPLACEMENT

The diffusion of momentum and heat has to be deter-
mined in the boundary layer to find the kinematic condition
which can be applied. The momentum equation in thex di-
rection Eq.~5b! becomes, to the first order inM0 andDQ0

d2ub

dz2 12iub522iuc~0!2
2i

da

dMb

dz
jc~0!12ik

pc~0!

rw
.

~16!

This equation may be transformed into an expression for the
shear stresst5dub /dz which is involved in the added dis-
placement

d2t

dz2 12i t5
d f

dz
, ~17!

where

f ~z!52
2i

da

dMb

dz
jc~0!12ik

pc~0!

rw
. ~18!

The boundary conditions associated with Eq.~17! aret→0
when z→` and u(0)5ub(0)1uc(0)50, which can be
transformed using Eq.~16! into dt/dz(0)5 f (0).

The shear waves described by Eq.~17! is excited in two
ways. In the first way, a shear wave is excited by the acous-
tics in the core of flow@i.e., the second term in the definition
of f (z)#. This wave is the classical one found in dynamic
boundary layers near a rigid wall. The second way@which
corresponds to the first term in the definition off (z)# is very
weak when the wall is rigid@j(0)50#. It corresponds to
waves induced by changes to the stationary velocity and by
the normal displacement near the wall.

Equation~17!, subject to the boundary conditions, leads
to

t~0!52
1

t18~0!
E

0

`

f ~z!
dt1

dz
dz, ~19!
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wheret15exp@(211i)z# is the solution of the homogeneous
part of Eq.~17! vanishing at infinity. Then, the shear stress at
the wall is

t~0!5~12 i !k
pc~0!

rw
1

2i

da
Meffjc~0!, ~20a!

where

Meff5E
0

` dMb

dz
exp@~211 i !z#dz ~20b!

is the effective mean velocity involved in the added displace-
ment. This effective velocity may be seen14 as an average of
the mean velocity over the boundary layer weighted byt1

and can be writtenMeff5bv M0, whereM05Mc(0) with 0
<ubvu<1.

In the same way, the conservation of energy@Eq. ~5d!#
leads to a value for the heat fluxq5dTb /dz at the wall

1

s2 q~0!5
12 i

s
~g21!

pc~0!

rw
1

2i

da
DQeffjc~0!, ~21a!

where

DQeff5E
0

` dQb

dz
exp@~211 i !sz#dz ~21b!

is the effective difference between mean temperature and
wall temperature involved in the added displacement and can
be written DQeff5btDQ0, where DQ05Q02Qw with 0
<ub tu<1.

The added displacement may be written

jb~0!5
~11 i !da

2rw
S g21

sQw
1k2D pc~0!

2S kMeff1
DQeff

Qw
D jc~0!, ~22!

which leads to a relation giving the modified admittance

S 12~12bv!kM01
DQ0

Qw
b tDYc5Y1

12 i

2rw
S g21

s
1k2D da .

~23!

It can be seen from Eq.~23! that the effect of the clas-
sical shear and thermal waves~induced by the acoustics in
the core of the flow! which leads to the second term on the
right-hand side of~23! is weak~of the orderda!. SinceY is
much larger thanda for a typical lined wall, this term is only
important for a hard wall and will be neglected in front ofY
in what follows.

Whenbv andb t→0, Eq. ~23! is equivalent to the con-
tinuity of acoustic normal displacement across the boundary
layer: jb(0)50 or Yc5Y/(12kM0). Whenbv andb t→1,
Eq. ~23! is transformed in a condition of conservation of the
normal mass velocity across the boundary layer:
rc(0)vc(0)5rwv(0) or Q0Yc5QwY.

This behavior is illustrated here for three simplified
mean velocity profiles with a constant temperature. The outer
mean velocity is taken as constant, i.e.,Mc(y)5M0 . The
slope at the origin is the same for all three profiles:
du0 /dy(0)5M0 /D where D is the stationary boundary

layer thickness@see Fig. 2~b!#. The ratio of the acoustic over
the stationary boundary layer thickness is calledd*
5da /D.

~1! For the first profile, the inner mean velocity is linear

Mb~z!52M0~12d* z! for 0<z<1/d* ,

Mb~z!50 for z.1/d* ,

and in this case

bv5
~11 i !d*

2 F12expS 211 i

d* D G . ~24!

~2! The second profile is quadratic

Mb~z!52M0~12d* z/2!2 for 0<z<2/d* ,

Mb~z!50 for z.2/d* ,

and in this case

bv5
id*

2 F S expS 2~211 i !

d* D21D d*

2
2~211 i !G . ~25!

~3! The last profile is exponential, i.e.,Mb(z)
52M0 exp(2d*z), and in this casebv5d* /(d* 112 i ).

The real and imaginary parts ofbv as a function ofd*
are plotted in Fig. 2~a! for the three profiles. When the acous-
tic boundary layer thickness,da , is small compared to the
stationary boundary layer thicknessD ~i.e., d* !1!, bv goes
to zero. In this case, continuity of displacement can be ap-
plied across the boundary layer. On the other hand, when
d* @1, bv goes to 1, which means that continuity of velocity
is applicable across the boundary layer. For a given station-

FIG. 2. ~a! Variation of the effective velocity divided by the core velocity,
bv , as a function of the ratio of the acoustic and stationary boundary layer
thicknesses,d* , for three mean velocity profiles. Solid line: linear; dashed
line: quadratic, and dash-dot line: exponential.~b! Mean velocity profiles.
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ary boundary layer thickness,D, continuity of displacement
applies at high frequencies while continuity of mass velocity
applies at low frequencies. For a given frequency, continuity
of displacement applies at low Mach number~i.e., giving a
thick stationary boundary layer!, while continuity of mass
velocity applies at high Mach number~i.e., resulting in a thin
stationary boundary layer!. These findings are in qualitative
agreement with the experimental observations of Ingard and
Singhal.15

It should be noted that, when both acoustic and station-
ary boundary layer thicknesses are of the same orderD
.da , bv and b t are complex, so they not only change the
value but also the character of the admittance.

It may be seen from Eq.~20a! that the most important
part of the acoustic shear stress comes from the transfer, by
the normal fluctuating displacement, of axial momentum
from the stationary flow into the lined wall,16 this effect be-
ing induced by viscosity. The parameterbv controls this
transfer frombv50 ~no transfer! to bv51 ~full transfer!. bv
can be seen from Eq.~20b! to be the ratio of the mean ve-
locity in the layer where the shear wave is significant over
the core mean velocity. The same reasoning holds for the
thermal flux and the parameterb t .14

V. ADMITTANCE OF A ROUGH LINED WALL

The mean velocity profiles of turbulent flow over a
rough wall is schematically depicted in Fig. 3. Compared to
a smooth wall profile, the main difference is the slip velocity
M1 at the outer boundary of the equivalent roughness thick-
ness. This slip velocity depends on the equivalent roughness
and on the core velocity.17

Taking into account the above analysis of the viscous
effects, the axial momentum linked to the slipping velocity
M1 is transferred into the roughness of the wall even if the
acoustic boundary layer thickness is small compared toD.
Then, the continuity of mass velocity must be applied over a
distance equal to the roughness of the wall.13 This can be
written asr1v(0)52 i (12kM1)r1j(0)5rwY p(0), where
r1 andrw are the density corresponding, respectively, to the
y50 and to the wall temperature. The origin of the coordi-
natesy andz is taken at the outer boundary of the equivalent

roughness thicknesse. Assuming that the axial acoustic ve-
locity is equal to 0 aty50, Eq. ~23! then becomes

S 12~12b̃v!kM01
DQa

Qw
b̃ tDYc5Y, ~26!

where

b̃v5
1

M0
S M11E

0

` dMb

dz
exp@~211 i !z#dz D , ~27a!

and

b̃ t5
1

DQ0
S DQ11E

0

` dQb

dz
exp@~211 i !sz#dz D ; ~27b!

DQ15Qw2Q1 is the difference between the wall tempera-
ture and the temperature aty50.

The effect of roughness is illustrated for the case of an
exponential velocity profile with a slip velocity, in the case
of a constant temperature. The stationary velocity profile
takes the formMb(z)52(M02M1)exp(2d*z) and in this
casebv5(d* 1(12 i )M1 /M0)/(d* 112 i ).

The real and imaginary parts ofb̃v as a function ofd*
are plotted in Fig. 4 forM150.5M0 . It can be seen that
continuity of normal displacement (b̃v50) is never attained
for a rough wall ~solid line in Fig. 4!. When the acoustic
boundary layer thicknessda is small compared to the station-
ary boundary layer thicknessD ~i.e., d* !1!, bv
→M1 /M0 , and the boundary condition isYc5Y/(1
2kM1) instead of Yc5Y/(12kM0) for the case of a
smooth wall~i.e., continuity of displacement!.

VI. CONCLUSIONS

The effective acoustic admittance of a liner, taking ac-
count of viscothermal effects, can be computed for the case
where acoustic and stationary boundary layer thicknesses are
small compared to the wavelength. The main effect of vis-
cosity is the transfer of axial momentum and heat flux of the
stationary flow into the lined wall. The effective admittance
is given as a function of two coefficientsbv and b t which
mainly depend on the ratio of the acoustic and stationary

FIG. 3. Schematic description of the rough wall geometry.

FIG. 4. Variation of the effective velocity divided by the core velocity,bv ,
as a function of the ratio of the acoustic and stationary boundary layer
thickness,d* , for a rough wall with an exponential mean velocity profile.
Solid line: rough wall; dashed line: smooth wall@same as Fig. 2~a!#.
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boundary layer thicknesses. When the acoustic boundary
layer thickness is small compared with the stationary bound-
ary layer thickness, continuity of normal displacement ap-
plies across the boundary layer. On the other hand, when the
acoustic boundary layer thickness is large compared with the
stationary boundary layer thickness, it is continuity of mass
velocity which applies across the boundary layer. If the lined
wall is rough, normal displacement continuity never applies.
In this paper, only molecular diffusion effects~described by
the dynamic viscosity and the thermal conductivity! are
taken into account. Further work is needed to include the
turbulent diffusion effects which can be incorporated in a
complex effective viscosity and which will depend both on
the normal coordinate and on frequency.
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Structural-acoustic coupling in a partially opened plate-cavity
system: Experimental observation by using nearfield
acoustic holography
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In order to understand the cause and effect relation between a structure and a fluid, many studies on
structural-acoustic coupling have been done. However, the studies were restricted to the interaction
between only a structure and a fluid located on one or the other side of the structure. It is our aim
to understand the coupling mechanism of a generally coupled system that has direct interaction
between a finite interior fluid and a semi-infinite exterior one. We believe that this configuration
allows the structure to interact with the fluid of the finite volume and that of the infinite one, thus
providing a more general structure-fluid coupling~or structural-acoustic coupling! mechanism. For
this purpose, we selected a partially opened plate-cavity system which has two different modally
reacting boundary conditions: a plate and a hole. In order to understand the physical coupling
phenomena of the selected system, visualization of the sound fields was performed experimentally.
We used near field acoustic holography to estimate sound field variables, such as pressures and
intensities. Examining the acoustic variables, we found that there are two types of coupling
mechanisms depending on frequency and associated wavelength. One is where the plate and the
cavity are so strongly coupled that the plate can be considered as a source. In this case, the system
radiates acoustic energy effectively through the plate. The other is where the coupling interaction
behavior decreases the radiation efficiency. The frequencies that determine whether the plate is a
good or bad radiator are found to be around the natural frequencies of the plate. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1320476#

PACS numbers: 43.20.Tb, 43.40.Rj@CBB#

I. INTRODUCTION

When solving acoustic problems, in many cases, we of-
ten assume that the boundary is rigid or locally reacting for
simplicity. However, if a flexible structure is attached at the
boundary, then this assumption is no longer valid. In this
case we have to consider a modally reacting boundary
caused by the interaction between the flexible boundary and
acoustic fields.

Numerous analytical and experimental investigations
have been performed in this area. For example, Dowell and
Voss1 studied the effect of a cavity on panel vibration, and
Lyon2 focused on the noise reduction in an enclosure with a
flexible wall. A few years later, Pretlove3,4 analyzed free and
forced responses of a cavity-backed plate within vacuo
modes of the plate. All these studies were based on the as-
sumption that there is interaction only between a cavity and
a flexible structure. In the late 1960s Morse5 considered
transmission of sound through a circular membrane and in
the late 1970s Guy6 investigated sound transmission from an
exterior field to an interior field through a panel. There have
also been studies on structural-acoustic coupling in a system
having more complex shapes. Fuller and Fahy7 investigated
the interaction between cylindrical elastic shells filled with
fluid. Nefskeet al.8 used an FEM based model to discover
the coupling mechanism in an irregular shaped system. Pan

et al.9,10 even tried to reduce the noise transmitted through a
panel into a cavity by using an active noise control~ANC!
technique. Recently studies on coupling in high and medium
frequency ranges have been done.11,12 Sum and Pan also in-
vestigated an analytical model for band-limited response.13

These studies, however, were restricted to the interaction
between a structure and a cavity@see Fig. 1~a!# or a structure
and the infinite dimension of acoustic fields@see Fig. 1~b!#. If
one combines these two typical coupling systems, then the
system may look like the one in Fig. 1~c!. The flexible struc-
ture may control the acoustic coupling between a finite size
cavity and a semi-infinite acoustic domain; the structure is a
communicator. One typical example of this kind would be a
large speaker system in which higher order modes are likely
to be generated in the speaker box. One flexible structure
may easily introduce other types of coupling mechanisms
other than between a finite cavity and a semi-infinite fluid
system so that one can investigate the general coupling
mechanism.

It is our aim to understand the coupling mechanism be-
tween the structure and fluid as illustrated in Fig. 2~a!. In this
system, acoustic fields can be divided into two parts. One is
finite and the other is semi-infinite. The former makes the
acoustic cavity, covered by a finite size structure. The struc-
ture faces two different domains, which we call the ‘‘outer
domain’’ and ‘‘inner domain.’’ The inner domain will be
reverberant, and the outer field would be well expressed by a
propagating field, or a radiating field. This configuration ex-a!Electronic mail: yhkim@sorak.kaist.ac.kr
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hibits general coupling phenomena between the structure, the
inner domain and the outer fluid. We also allow discontinuity
on the top of the cavity; the structure only covers part of the
opening of the inner domain so as to make the problem more
general. This allows the inner domain to interact with the
outer domain through two different media: a structure and a
fluid. This configuration provides a good representation of
the general coupling behavior between a structure and acous-
tic fields. One of the good applications of this kind of system
can be a musical instrument which has vibrating plates and a
cavity with a hole.14

This paper studies coupling phenomena in the system of
rectangular geometry@Figs. 2~b! and~c!# because of its sim-
plicity. Nearfield acoustic holography15 was used to estimate
acoustic parameters such as pressure, particle velocity, and
sound intensity. The results are analyzed in terms of fre-
quency and wavelength.

II. EXPERIMENTAL SETUP

In order to visualize the interaction among three sub-
systems~a structure, an interior field, and an exterior field!,
we selected a partially opened plate-cavity system as shown
in Fig. 3~a!. The size of the cavity was 16 cm~x)312
cm~y)313 cm(z). The upper side of the cavity was partially
covered by a rectangular plate which was made from galva-
nized iron with a thickness of 0.3 mm. The area covered by
the plate was 14 cm(x)312 cm(y) and the area of uncov-
ered part was 2 cm(x)312 cm(y). The uncovered part~or a
hole! enabled direct interaction between the interior and ex-
terior fields. Three sides of the plate were fixed by steel
plates having a thickness of 2 mm so that the boundary con-
dition was considered as clamped. The other side had a free
boundary condition. The remaining five walls of the cavity
were made from transparent acrylic resin with a thickness of
2 cm, which was considered as a rigid wall. A rigid baffle of
3.30 m~x)32.44 m(y) was located on the same level of the
plate. The system was excited by a horn driver which was
located slightly off the center of the side wall in order to
make as many internal modes as possible. The horn driver

FIG. 1. Three examples of structural-acoustic coupling problems.~a! Inter-
action of a structure with a finite acoustic field,~b! interaction of a structure
with infinite acoustic fields,~c! interaction of a structure with a finite acous-
tic field and an infinite acoustic field.

FIG. 2. The structural-acoustic coupling model to be considered.~a! A
general model,~b! the plate-cavity system with a hole~prospective view!,
~c! the plate-cavity system with a hole~side view!.
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was flush mounted and its diameter was 1.9 cm. For the
measurement of sound pressures inside and outside the cav-
ity, we set up microphone systems as shown in Fig. 3~b!. For
the interior field the pressures were measured at 7(x)
35(y)37(z) points with 2 cm spacing by using three 1/4
inch microphones.~The scattering effect by the internal mi-
crophones could be ignored at the frequency range of inter-
est. The details are explained in Appendix A.! For the exte-
rior field, we measured pressures at 32(x)332(y) points
with 2 cm spacing by a line array of 16 microphones. The
distance between the line array and the plate or the baffle
was 2.5 cm. One more microphone, which was flush
mounted at the bottom, was used to obtain reference signals.
The experiments were performed in an anechoic chamber
~100 Hz cutoff!. The results were obtained by the swept-sine
method in a frequency range between 90 Hz and 3 kHz. The
range of 0 Hz through 90 Hz was excluded because of the
poor performance of the horn driver. Figures 3~c! and~d! are
the photographs of the experimental setup.

III. FREQUENCY CHARACTERISTICS—COMPARISON
WITH AN UNCOUPLED SYSTEM

Comparing the acoustic characteristics between un-
coupled and coupled systems will greatly enhance our under-
standing of the coupling behavior. Thus, we obtained the
frequency response of the uncoupled system, which was
made by putting thick clay on the plate so that the cavity
interacts only with the exterior field through the hole. The
mass per unit area of the clay was 19.1 kg/m2, which was
about 10 times greater than that of the plate. Table I shows
the resonance frequencies of both the uncoupled and coupled
systems. The results are based on the pressure signal of the
reference microphone. The resonance frequencies between
the two systems show little difference in the high frequency

range. However, in the low frequency range the coupled sys-
tem exhibits two other resonance frequencies~110 Hz and
167 Hz!. This fact illustrates the fact that the main coupling
effect occurs in the low frequency range. Theoretical values
assuming the top boundary as rigid and in a pressure release
condition are also shown for comparison. The results cer-
tainly lead us to the conclusion that the boundary conditions
of the coupled and uncoupled systems are somewhere be-
tween rigid and pressure release. Interestingly, we could not
find the cavity mode~1,0,1! in the experiment. We suspect
that the reason could be that the source position was not
good for generating that mode. The other modes up to 3 kHz
were found clearly.

FIG. 3. Experimental setup.~a! Plate-
cavity system: plate~14 cm312 cm,
galvanized iron sheet, 0.3 mm thick-
ness!, cavity ~16 cm312 cm313 cm,
acrylic resin wall with the thickness of
2 cm!, ~b! measurement setup~inside
the cavity: 2 cm spacing, 73537 pts,
outside the cavity: 2 cm spacing, 32
332 pts, distance between the micro-
phone array and the system: 2.5 cm!,
~c! photograph of internal field mea-
surement,~d! photograph of external
field measurement.

TABLE I. The measured resonance frequencies of the coupled and un-
coupled systems (l ,m,n: number of nodal surfaces in thex, y, andz direc-
tions, respectively, spectral resolution between 90–200 Hz: 0.5 Hz, spectral
resolution above 200 Hz: 2 Hz! and theoretical values of the natural fre-
quencies of two ideal systems having rigid and pressure release boundary
conditions for the top.

Experimental values Theoretical values

Mode
( l ,m,n)

Coupled
system

Uncoupled
system

Difference
between them

Rigid
condition

Pressure
release

condition

110,a 167,a

113.5,b 171b

~0,0,0! 256 240 116 0 731
~1,0,0! 1122 1118 14 1064 1291
~0,0,1! 1352, 1388 1368 216, 120 1302 1493
~0,1,0! 1474 1472 12 1462 2193
~1,0,1! 1681 1833
~1,1,0! 1832 1834 22 1808 2437
~2,0,0! 2180 2178 12 2128 2250
~2,0,1! 2570 2568 12 2494 2599

aPeak frequencies.
bTrough frequencies.
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Figure 4 shows the power spectra of the reference mi-
crophone signals of both the coupled and uncoupled systems
up to 1 kHz. Above 1 kHz, the two responses are so close to
each other that we cannot distinguish them. The major dif-
ference between them is in the low frequency range. There-
fore, this paper concentrates the analysis of the results in the
frequency range below 1 kHz. The results in Fig. 4 obviously
contain information on coupling mechanisms. However, it is
also obvious that exploring the meaning of the two curves
without having any guidelines or a reference system, which
we understand better than the system we attempt to analyze,
would be very difficult. For this reason, we first introduce a
simplified model which exhibits the basic coupling mecha-
nisms under investigation.

A. A simplified model

Figure 5 shows the simplified structural-acoustic cou-
pling model obtained by changing the plate and the hole to
corresponding 1-DOF systems. The whole system is har-
monically excited by a piston source. Let us assume that the
exciting frequency is so low that the dimension of the cavity
is much smaller than the wavelength; then the acoustic pres-
surep inside the cavity can be obtained as a constant mag-
nitude throughout the cavity. For small variations inp andV,
we can obtain16

2
p

~DV/V0!
5B, ~1!

whereV0 is the volume when no disturbance occurs andB is
the bulk modulus of the media in the cavity. The motions of
the 1-DOF systems can be expressed by impedanceZ1 and
Z2 :

pS1

v1
5Z1 , ~2a!

pS2

v2
5Z2 , ~2b!

wherev i , Si , andZi are velocity, surface area, and mechani-
cal impedance of theith system, respectively. By using the

notationMi , Ci , andKi for mass, damping, and stiffness of
the ith system, we can express the impedance as

Z15 j vM11C11
K1

j v
, ~3a!

Z25 j vM21C21
K2

j v
. ~3b!

For harmonic excitation with a frequency ofv, the rate of
volume change can be derived as

j vDV5v1S11v2S22v0S0 , ~4!

wherev0 andS0 are the velocity and the surface area of the
piston. With Eqs.~1!, ~2!, and~4!, we can readily obtain the
source impedancez,

FIG. 4. The sound pressure levels measured by the reference microphone
for the uncoupled and coupled systems~frequency resolution between 90–
200 Hz: 0.5 Hz, frequency resolution between 200–1000 Hz: 2 Hz!, a, c:
first and second peaks in the coupled system~110 Hz, 167 Hz!, b, d: first
and second troughs in the coupled system~113.5 Hz, 171 Hz!, e: frequency
of the Helmholtz resonator mode in the uncoupled system~240 Hz!, f:
frequency of the Helmholtz resonator mode in the coupled system~256 Hz!,
g, h: first trough and peak over the frequency of the Helmholtz resonator
mode~290 Hz, 294 Hz!.

FIG. 5. A simplified model of the partially opened plate-cavity coupled
system and its simulation result (f H : frequency for the Helmholtz resonator
mode, f n1: the natural frequency of system 1!. ~a! A simplified lumped
model under the assumption of low frequency,~b! simulation result: com-
parison between the models for the uncoupled and coupled systems.
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The first term of the denominator represents the admittance
of the cavity. The following two terms mean the admittance
of the 1-DOF systems. This equation says that the total ad-
mittance is equal to the summation of the admittance of each
system. Because system 2 models the hole in the coupled
system, the spring element,K2 , can be regarded as negli-
gible. Then the imaginary part of the last term in the denomi-
nator has a negative value and the magnitude decreases as
the frequency increases. On the contrary, the imaginary part
of the first term has a positive value and increases as the
frequency goes up. When system 1 is fixed so that the ad-
mittance is zero, the whole simplified model represents an
uncoupled system. In this case, the source impedancez has
the maximum absolute value at the frequency where the
summation of the imaginary parts of the first and last terms
cancel out. This frequency corresponds to the Helmholtz
resonator mode of the uncoupled system. The solid line in
Fig. 5~b! illustrates the frequency response of the uncoupled
system. The peak around 240 Hz represents the Helmholtz
resonator mode. For the coupled system the second term has
either a positive or negative imaginary value depending on
the frequency. At the natural frequency of system 1, it has a
maximum value so that the impedancez or pressurep be-
comes very small. The frequency characteristics of the
coupled system depend on the natural frequency of system 1
( f n1). In a frequency range lower than the frequency for the
Helmholtz resonator mode,f H , the summation of the first
and last terms has a negative imaginary value. Therefore, the
zero value of the imaginary part of the denominator occurs
when Im$1/Z1%.0. This happens at a frequency lower than
the natural frequency of system 1. At this frequency, the
magnitude of the source impedance becomes very large.
Thus, as the frequency aroundf n1 goes up, the source im-
pedance and the pressure first have maximum values and
then minimum values. The dashed–dotted line in Fig. 5~b!
shows the result. On the contrary, if the natural frequency,
f n1 is higher thanf H , the summation of the first and last
terms has a positive imaginary value. Therefore, the imagi-
nary part of the denominator becomes zero at a frequency
higher thanf n1 . In this case,z and p first have minimum
values and then maximum values. The dashed line in Fig.
5~b! shows the result.

Because of the interaction of system 1 with the cavity,
the peak frequency,f H , which corresponds to the Helmholtz
resonator mode also changes. Whenf n1 is lower thanf H ,
the second term has a negative imaginary value at the fre-
quencyf H . Therefore, the imaginary part of the summation
of the first and last terms must have a positive value for
cancellation. This phenomenon occurs at a frequency higher
than f H . Similarly we can find that the peak frequencyf H

shifts lower whenf n1 is higher thanf H . Based on these
simulation results we can easily explain the coupling effect
for the experimental results.

B. Experimental results

Figure 4 demonstrates that several peak and null re-
sponses appear in the coupled system and the peak frequency
240 Hz is shifted to a higher frequency. This change in fre-
quency responses are obviously results from the coupling
effect between the plate and the two acoustic fields. Note that
the arrangements of peaks and troughs in the frequency
range below 240 Hz are different from those in the frequency
range above 240 Hz. In the lower frequency range, peaks
appear first, then troughs, but they do so in reverse order in
the higher frequency range. These coupling phenomena are
the same as those in the simulation results described in the
preceding section. The differences are the number of peaks
and troughs and their positions. The frequency shift of the
peak for the Helmholtz resonator mode to higher means that
the effect of the lower modes are dominant over the effect of
the higher modes. It is noteworthy that the bandwidths of
lower peaks and troughs~a, b, c, and d in Fig. 4! are
narrower than those of higher ones~g and h in Fig. 4!.
This is because the damping effect of the plate becomes
larger as the frequency increases.@See the simulation results
of the simplified model for the coupled system~Fig. 5!#. In
the experimental result, the peak corresponding to the Helm-
holtz resonator mode is broader than those obtained by the
simulation. This is because the simplified model disregards
the exterior acoustic field; therefore, the energy loss occurs
only by the damping element in system 2~Fig. 5!. However,
in the experiment, the exterior field also plays the role of an
effective energy absorbent. This is the reason the peak for
the Helmholtz resonator mode has a broader bandwidth than
the other peaks or troughs. It is clear that the acoustic behav-
iors of the selected system well represent the typical charac-
teristics of coupling in the low frequency range, especially
around the frequency of the Helmholtz resonator mode.

IV. MEASURED AND ESTIMATED SOUND FIELDS

A. Measured pressure distribution

In order to see how the coupled system behaves at those
frequencies mentioned above, we examined the pressure dis-
tribution of the interior and exterior sound fields. Figure 6
shows the contour plots for the measured pressures at four
frequencies: 110 Hz, 113.5 Hz, 167 Hz, and 171 Hz. Two of
them ~110 Hz and 167 Hz! correspond to the peaks~peak
responses! and the others~113.5 Hz and 171 Hz! to the
troughs~null responses! in Fig. 4. The pressures are normal-
ized by the pressure at the reference microphone,pref . All
the interior pressure distributions shown in the left-hand side
have almost the same magnitude throughout the cavity. This
is because the size of the cavity is much smaller than the
wavelength. However, the distributions show that interior
pressures near the hole have lower values than those at the
opposite positions. This is consistent with what we expect:
pressure has a higher value around the rigid wall than near
the open end. In other words higher impedance induces
higher pressure.
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The figures on the right-hand side of Fig. 6 show the
measured pressure distribution of the exterior field. Figures
6~a! and ~c! have the pressure distributions where the pres-
sure over the hole is much greater than over the plate. These
two correspond to the peak responsesa andc in Fig. 4. In
these cases the cavity has a larger direct interaction with the
exterior field through the hole. On the other hand, Figs. 6~b!
and ~d! show the pressure distributions where pressure over
the plate is greater than over the hole. These correspond to
the null responsesb and d in Fig. 4. In these cases the
cavity has a larger direct interaction with the exterior field
through the plate. These frequencies are related to the natural
frequencies of the plate@see Appendix B#. Note that the

maximum values of normalized pressures are higher than
those obtained in the peak responses. More details are pre-
sented in the next sections.

B. Estimated sound fields in the exterior field-
pressure, particle velocity, and intensity

To see more details, all acoustic variables such as pres-
sure, particle velocity, and intensity were estimated from the
measured pressures in the exterior field by using nearfield
acoustic holography. To reduce the estimation error, zero
padding was used in the forward prediction and the window
that minimizes the associated errors17 was applied during
backward prediction. Figures 7 and 8 show the estimated
acoustic values at the frequencies of the first null and peak
responses. As mentioned before, the pressure is normalized
by the pressure at the reference microphone,pref . The par-
ticle velocity and intensity are normalized bypref /rc and
pref

2 /rc, respectively.
Figure 7~a! represents the estimated pressure fields on

the source plane (z50) at the frequency of the first peak
response~110 Hz!. They are very similar to the measured
distribution @the figures on the right-hand side of Fig. 6~a!#
except that the levels are higher. Figure 7~b! shows the esti-
matedz-directional particle velocity on the source plane. The
patterns of their distributions are similar to those of Fig. 6~a!.
Figures 7~c! and ~e! represent thez-directional active and
reactive intensities on the source plane. In the figures, white

FIG. 6. The measured pressure normalized by the pressure at the reference
microphone. The left figures show the interior sound field and the right
figures the exterior one.~a! 110 Hz~the first peak frequency!, ~b! 113.5 Hz
~the first trough frequency!, ~c! 167 Hz~the second peak frequency!, ~d! 171
Hz ~the second trough frequency!.

FIG. 7. Various normalized acoustic properties at the first frequency of peak
response~110 Hz! ~pressure, velocity, and intensity are normalized bypref ,
pref /rc, andpref

2 /rc). ~a! Normalized pressure,~b! normalizedz-directional
velocity, ~c! normalizedz-directional active intensity,~d! normalized pres-
sure and normalized active intensity,~e! normalizedz-directional reactive
intensity,~f! normalized pressure and normalized reactive intensity.
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indicates the intensity going out to the positivez direction
and black indicates the intensity going down to the negative
z direction. If the baffle used in the experiment was rigid,
then the intensity must be zero. The figures show that the
values at the baffle are close to zero. The result shows both
positive and negative values of the active intensity around
the hole. Since the active intensity means the time-averaged
energy flow, we can say that most of the acoustic energy
averaged in time circulates through the plate and hole. Reac-
tive intensity is related to the fluctuating energy in half a
period.18 It has a larger value near acoustic sources. The
results show a positive value near the hole which means that
there is a fluctuating energy flow through the hole. The ac-
tive and reactive intensities on the vertical plane (y50.04 m!
are shown in Figs. 7~d! and ~f!. The contour plot of the
pressure is also shown in the same figures. The reactive in-
tensity is much greater than the active intensity since the size
of the hole, which looks like an acoustic source when it is
seen from the exterior field, is much smaller than the wave-
length and the hole radiates the acoustic energy ineffectively.
These intensity plots show that there is more energy flow
between the interior and exterior sound fields than there is
between the structure and the fluid. The sound field distribu-
tions at other frequencies with a peak response have similar
characteristics to the one at 110 Hz.

Figure 8 shows the various acoustic values at 113.5 Hz

which corresponds to the lowest frequency with a null re-
sponse. The estimated pressure on the plate is much greater
than the one on the hole. Velocity and active and reactive
intensities have similar behavior. Contrary to the results at
110 Hz, the magnitudes of active and reactive intensities
have comparable values and the values on the plate are
greater. This means that the energy exchange between inter-
nal and external energy occurs to a great extent through the
plate. We can say that there is strong coupling between the
plate and the surrounding acoustic fields. The sound field
distributions at other frequency with a null response have
characteristics similar to those at 113.5 Hz.

V. SPATIALLY AVERAGED ACOUSTIC VARIABLES

A. Average pressures of the interior and the
exterior fields

Examining the average pressure values between the in-
terior and exterior fields is a good way to understand the
coupling mechanism. Figure 9 shows the results. The aver-
age was taken over all the measured pressures. The pressures
were normalized by the pressure at the reference microphone
as done in Sec. IV. Frequency was normalized by 114 Hz,
the fundamental natural frequency of the plate. This normal-
ization will tell us the relative frequency ratio respect to the
fundamental natural frequency of the plate. The thin line
indicates the averaged pressure of the interior field and the
thick line is for the exterior field. In the frequency range
shown, the averaged interior pressure slowly decays with
respect to the frequency. The reason is that as the frequency
goes up the pressure distribution in the cavity varies more
rapidly. That is, the size of the cavity relative to the wave-
length becomes greater, although it still has a value smaller
than one. Note that the first natural mode~1,0,0! of the cavity
occurs above 1 kHz~Table I!. This observation can be con-
firmed by examining a partially opened enclosure as shown
in Fig. 10~a!. When the frequency or wave number is nearly
zero, the pressure distribution is almost constant throughout
the cavity@Fig. 10~b!#. In this case the average value of the
pressure is

~p2!avrg'~pmax!
2, ~6!

FIG. 8. Various normalized acoustic properties at the first frequency of null
response~113.5 Hz! ~pressure, velocity, and intensity are normalized by
pref , pref/rc , and pref

2 /rc). ~a! Normalized pressure,~b! normalized
z-directional velocity,~c! normalizedz-directional active intensity,~d! nor-
malized pressure and normalized active intensity,~e! normalized
z-directional reactive intensity,~f! normalized pressure and normalized re-
active intensity.

FIG. 9. The average values of normalized sound pressure levels between
interior and exterior fields measured,a, c: first two trough frequencies
~110 Hz and 167 Hz, which correspond to the frequencies of peak response,
a andc in Fig. 4!, b, d: first two peak frequencies~113.5 Hz and 171
Hz, which correspond to the frequencies of null response,b and d in
Fig. 4!.
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wherepmax is the maximum value. As the frequency goes up
from zero to the frequency corresponding to a quarter of the
wavelength@Fig. 10~b!#, the average value slowly goes down
to

~p2!avrg5
1
2 ~pmax!

2 ~7!

which is the minimum value for the frequency of a quarter of
the wavelength. It is 3 dB lower than the maximum pressure.
If we consider a pressure drop in three directions, we can
obtain a bigger pressure drop as obtained in the experiment.

The shape of the line for the exterior pressure is com-
pletely different from the one for the interior field. There are
several peak and null responses which correspond to those in
Fig. 4. The major difference is in the order of the peaks and
troughs. This is because the pressures are normalized by
pref . The level difference between the two values,DLp , can
be considered as a transmission loss. At the frequencies of
peak responseb andd in Fig. 9, the acoustic energy radi-
ates more effectively to the exterior field. On the other hand,
at the frequencies of null response,a and c, the sound
radiates ineffectively. These frequencies correspond to the
frequencies of peak response in Fig. 4. This result indicates
that the coupled system can be used as an efficient noise
control element for narrow band noise.

B. Average acoustic variables on the plate and the
hole

It would also be very interesting if we examine the spa-
tially averaged acoustic values on the hole and the plate. This

information certainly shows the roles of the plate and the
hole which bridge the cavity and the exterior field.

Figure 11 shows the average acoustic properties on the
hole and the plate. Figures 11~a! and ~b! show the average
pressure andz-directional velocity levels. The acoustic val-
ues on the hole do not vary much according to frequency.
However, the graphs for the plate have several peaks. These
peaks correspond to the troughs in Fig. 4. At the peak fre-
quencies the differences between the average pressure and
velocity levels on the plate is small. Even at the second peak,
the levels on the plate are greater than the ones on the hole.
As mentioned before, this is because the strong coupling
occurs at these peak frequencies. Figures 11~c! and ~d! are
the graphs for active and reactive intensities. As the results in
Figs. 11~a! and ~b! demonstrate, there exist several peaks at
the same locations. The interesting result is that the coupling
effect at the frequencies of peak response in Fig. 4 is negli-
gible, which means the coupling mechanism is weak at those
frequencies.

VI. CONCLUDING REMARKS

We experimentally studied a coupling system~a cavity
system coupled with a plate and an exterior acoustic field!
excited by an acoustic source at a wall of the cavity. The
cavity is excited by a source and its behavior is affected by
the plate and the exterior acoustic field. The movement of the
plate is also affected by the cavity and the exterior field. The
exterior acoustic field is constructed by the energy going out
through the plate and the hole. This system is selected to
express a coupling system that exhibits typical and general
coupling phenomena.

From the results we found that the frequency character-
istics are totally dependent on the properties of the plate,
especially at the low frequency region where the cavity mode
does not occur. The presence of the plate gives additional
peaks and troughs in the frequency response. Their corre-
sponding frequencies are related to the natural frequency of

FIG. 10. ~a! A partially opened enclosure excited by a speaker located at a
side wall. ~b! Pressure distribution in the enclosure at three frequencies: a
frequency close to zero (k'0), the frequency at whichL is equal to 1/8 of
wavelength (k52p/8L), and the frequency at whichL is equal to quarter
wavelength (k52p/4L).

FIG. 11. Comparison between average values of normalized acoustic prop-
erties~pressure, velocity, and intensity are normalized bypref , pref /rc, and
pref

2 /rc). ~a! Normalized pressures,~b! normalized velocities,~c! normalized
active intensity,~d! normalized reactive intensity.
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the plate, at which the impedance becomes small. These are
the well-known characteristics of a structural-acoustic cou-
pling system. At those frequencies the exterior sound field
has a complex pattern around the plate, whereas the sound
field inside the cavity has a smooth pattern. The reason is
that the acoustic wavelength is much greater than the wave-
length of the plate. The interesting thing we found is the
arrangement of the peaks and troughs. Below the peak fre-
quency for the Helmholtz resonator mode, peaks appear first
and then troughs. However, above the peak frequency the
order is reversed. This is because the combination of the
masslike or springlike behavior of the hole and the cavity
differs in those two regions and plays different roles on the
plate. The frequency shift of the peak for the Helmholtz reso-
nator mode to higher frequency is another main coupling
effect. This phenomenon results from the effect of the lower
frequency modes of the plate, which have masslike behavior
at that peak frequency. Therefore, the magnitude of the ad-
mittance increases by the mass effect and physically the
coupled system appears to have a smaller effective mass,
which leads to a Helmholtz resonator mode at a higher fre-
quency.

Around the peaks and troughs, the coupling phenomena
vary with frequency and can be classified into two catego-
ries: weak and strong coupling. At frequencies where the
movement of air near the hole is dominant over the plate, the
plate can be considered as rigid and most of the energy goes
through the hole. This is weak coupling between the plate
and the cavity. At frequencies where the plate vibrates more
intensively so that the sources look like they are distributed
over it, more energy flows through the plate than through the
hole. These findings, in fact, highlight the study on the gen-
eral coupling phenomena. The cavity can be a place where
we have to put a noise source and we often have to design a
means of noise control by using an additional structure but
allowing some space so that the machine can take fluid from
the outside. This study offers a guideline for designing noise
control devices.

As frequency goes up to the region where the cavity
mode occurs, the wavelength of the plate becomes smaller so
that the rigidity and impedance of the plate increase. There-
fore, the plate behaves as if it were a rigid wall. The figure
which shows the difference between the coupled and un-
coupled systems supports this fact. In other words, we can
find small differences in the high frequency range but much
smaller than those in the low frequency range. Therefore, the
cavity appears to interact with the exterior field only, that is,
the coupling with the plate is very weak and only the hole
radiates sound, not the plate.
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APPENDIX A: THE SCATTERING EFFECT OF THE
INTERNAL MICROPHONES ON THE SOUND FIELD IN
THE CAVITY

In order to determine the scattering effect of the internal
microphones on the sound field in the cavity, we performed a
simple experiment with the coupled system used in this
study. First, we measured the frequency response function
~the pressure signal at the reference microphone relative to
the voltage input of the horn driver! in the absence of the
internal microphones. After putting the internal microphones
into the cavity, we measured the frequency response function
again. Figure A1 shows the results. Comparing the results we
concluded that we can ignore the scattering effect up to
about 2 kHz which is much higher than the highest fre-
quency of our interest~1 kHz!.

APPENDIX B: MODAL TESTING OF THE PLATE

We did modal testing of the plate by using an acceler-
ometer and an impulse hammer. The bottom wall of the cav-
ity was removed in order to reduce the cavity effect. The
accelerometer was fixed at one corner of the end~having a
free boundary condition! of the plate during the experiment.
The number of impact points was 7~x! by 5~y! and the spac-
ing was 2 cm. Table BI shows the resonance frequencies of
the plate. The analysis by using simplified model described
in Sec. III A shows that the response of the coupled system
has a trough at around the natural frequency of the un-
coupled lumped system~system 1!. However, the trough fre-
quencies in Fig. 4, where we observed very strong structural
coupling, are not exactly the same as those of the natural
frequencies of the plate alone~Table BI!. This discrepancy

TABLE BI. First four resonance frequencies of the plate in the absence of
the bottom wall of the cavity (l ,m: number of nodal lines in thex and y
directions, spectral resolution: 1 Hz!.

Mode (l ,m) Resonance frequency~Hz!

~0,0! 114
~1,0! 165
~0,1! 281
~1,1! 348

FIG. A1. Comparison of the reference microphone signals~solid line: mea-
sured SPL when there is no internal microphone in the cavity, dashed line:
measured SPL when the internal microphones were put into the cavity!.
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comes from the modeling errors. Fluid loading effect on the
structure and damping effect are only two of them. The
model used here is devised to qualitatively explain the cou-
pling between structure and fluid. More accurate model that
can consider the coupling effect more precisely has to be
developed and this is beyond this paper’s objectives.
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Godunov-type computation schemes are applied to numerical simulations of wave propagations in
time-dependent heterogeneous media~solids and liquids!. The parametric phase conjugation of a
wide band ultrasound pulse is considered. The supercritical dynamics of the acoustic field is
described for one-dimensional systems containing a parametrically active solid. The impulse
response function, numerically calculated for a finite active zone in an infinite medium above the
threshold of absolute parametric instability, is in a good agreement with the analytical asymptotic
theory. The supercritical evolution of the acoustic field spatial distribution is studied in detail for
parametric excitations in an active zone of a solid layer, loaded by a semi-infinite liquid on one side
and free on the other. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1328794#

PACS numbers: 43.25.Dc, 43.25.Lj@MFH#

I. INTRODUCTION

The problem of wave propagation in a nonstationary
medium when parameters depend on time is of fundamental
interest because of its various applications in acoustics and
solid state physics. The parametric wave phase conjugation
~WPC! in photorefractive media is an example of such
applications.1 In acoustics, parametric WPC has been studied
for liquids and solids~water and water with gas bubbles,2,3

piezoelectrics,4,5 magnetics,6 and piezo-semiconductor
systems7!. The modulation of the acoustic parameters of sol-
ids is usually carried out by means of rf, microwave, or op-
tical pumping, distributed almost homogeneously in the ac-
tive zone of the medium. There are no exact analytical
solutions to the general problem of parametric WPC. The
perturbation theory is applicable for relatively weak paramet-
ric interactions under the threshold of absolute parametric
instability. Above the threshold~in a supercritical mode!,
multiscale asymptotic expansion methods~MSAE! can be
used to describe narrow band resonance parametric
interactions.4,8 Recently the problem of WPC has been dis-
cussed extensively in the context of ultrasound time reversal
transformation for applications in nondestructive testing and
medicine.6,9 Acoustic signals of wide relative frequency band
are of practical interest, though the applicability of MSAE
methods under such conditions becomes problematical.

For this reason, the development of numerical methods
adapted to the problem seems to be a productive research
direction. On the basis of the propagation properties involved
in the phenomenon it is possible to show that the mathemati-
cal problem falls within the scope of hyperbolic partial dif-

ferential systems. Therefore the numerical background de-
veloped in the last decade within the frame of unsteady
aerodynamics can be applied to this problem and, particu-
larly, all the Godunov family schemes10 including the
weighted average flux method~WAF! of Toro.11

The present paper represents the first application of this
approach to the problem of wave propagation in nonstation-
ary medium. An example of supercritical parametric WPC of
a wide band acoustic pulse is considered. In order to com-
pare numerical results with analytical solutions4,8 the model
of localized active zone in infinite solid is studied for narrow
band pumping. The time evolution of the elastic stress dis-
tribution is presented. The shape of the phase conjugate
pulse is in satisfactory agreement with the analytical calcu-
lation. The problem is also adapted to generic experimental
conditions, when the active solid is loaded by a liquid me-
dium on one flat boundary and is free on the opposite one.
The parametric amplification of ultrasound reverberations
observed earlier in experiments12 is correctly described by
the numerical simulation.

II. MATHEMATICAL FORMULATION

A. Fluid media

The basic idea of the present numerical approach comes
from the natural formation of acoustics in fluids. It is well
known that in a nondissipative fluid, the linearized Euler
equation can be written:

]r

]t
1r0“"V50,

]V

]t
1

1

r0
¹p50,

dp

dr
5c2, ~1!

wherer, p, V, andc are, respectively, the density, pressure,
fluid velocity, and sound speed in the medium.a!Electronic mail: Alain.merlen@univ-lille1.fr
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The active medium is defined by a given functionC(t)
such as

c5C~ t !.

Hence, since]r/]t5(1/c2)(]p/]t), system~1! rewritten for
p andV reduces to

1

r0c

]p

]t
1c“"V50,

]V

]t
1cF 1

r0c
¹pG50. ~2!

The acoustic equations usually follow from the change
of variable

u5
p2p0

p0c
,

where p0 is the uniform steady pressure of the medium at
rest. Here system~1! becomes

]u

]t
1c“"V52

u

c

]c

]t
,

]V

]t
1c¹u50. ~3!

If c were a constant, this would be the classical system
of acoustics in fluids but, in this case, a source term appears
on the right-hand side. In fact, functionC(t) is nothing but a
small modulation ofc0, the sound velocity of the medium at
rest. In the following,C(t) is assumed, for all practical pur-
poses, to be given by

C~ t !25c0
2~11m cos~Vt1C!!,

wherem is a small parameter (m!1) referred as the ‘‘modu-
lation depth.’’ It is clear that system~3! can be linearlized
and replaced by

]u

]t
1c0“"V5mV

u

2
sin~Vt1C!,

~4!
VV

]t
1c0¹u50.

The source term reflects the active effect that becomes
sensitive for high frequencies. The left-hand side term is the
linear advection operator, which is the basic linear hyper-
bolic system. All the numerical methods for compressible
fluids have been tested on this advection system and, particu-
larly, all the Godunov-type schemes. Owing to flux splitting
techniques, these finite volume schemes are essentially a se-
quence of one-dimensional operators. Therefore, the one-
dimensional problem is crucial for numerical methods.
Moreover, this corresponds to an unavoidable first step in a
detailed physical description of the process that can only be
provided by numerical methods if these are sufficiently ac-
curate. In many respects, a numerical solution of

]u

]t
1c0

]v
]x

5m
Vu

2
sin~Vt1C!,

~5!
]v
]t

1c0

]u

]x
50,

gives more information on the efficiency of the methods and
on the physical behavior of solutions that a direct resolution
of a three-dimensional~3D! case with all the unessential fea-
tures caused by purely geometrical effects or by mesh prob-

lems. Moreover, the physics involved in the 3D effect is well
known: it is essentially the conversion between longitudinal
and transverse waves when reflections occur. In this case, the
most important goal is the physical understanding of the
pumping effects. This means that the source term is more
essential than the advection operator. Therefore, a highly re-
fined one-dimensional~1D! simulation is more reliable for a
first attempt than a 3D case, which is inevitably less refined
because of the limited capacity of the computers. Local re-
finement techniques are less helpful here than in other appli-
cations since the high frequencies of the spatial variations are
not localized as in the case of shock waves in fluid mechan-
ics. In such a case, rapid spatial variations concern the whole
computational domain.

Matters become clearer in 1D, and as a result upgrading
to a 3D becomes an engineering problem which is not trivial
but generally carried out well by developers. In the frame of
flux splitting techniques, this consists in building the 3D op-
erator as a sequence of 1D.

Introducing new variablesw15v1u, w25v2u, Eq.
~5! can be rewritten:

]w1

]t
1c0

]w1

]x
5m

V

4
~w12w2!sin~Vt1C!,

~6!
]w2

]t
1c0

]w2

]x
52m

V

4
~w12w2!sin~Vt1C!.

The problem finally comes down to two advection equa-
tions in opposite directions coupled by linear source terms.
Apparently the numerical treatment of such problems is well
known but the need to manage high frequencies makes it less
trivial than it seems at a first glance. The scheme has to be
robust and very weakly dissipative.

Before beginning the numerical treatment, it is worth
extending the approach to elastic active solid media. In this
field, experimental works and analytical theories are much
more developed than for fluids.

B. Elastic solid media

For linear elasticity, the formulation in the previous
form is less natural. Let it be assumed that the stress tensor is

s5l~ t !“"uI12m~ t !«.

Vector u is the displacement and« the small deformation
tensor:

«5 1
2~¹u1~¹u!T!.

Here, the Lame coefficientsl andm can depend on time but
not on the space coordinates. Consequently the classical de-
viation of the wave equations from the Navier equation for
constantl andm still holds.

Briefly, by splittingu in ul5¹c andut5“ÃA ~Helm-
holtz decomposition!, the momentum equation
r(]2u)/(]t2)5“"s gives

Dc2
1

cl
2

]2c

]t2 50, ~7!
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DA52
1

ct
2

]2A

]t2 50 ~8!

with cl
25(l12m)/(r) andct

25m/r.
Starting with the compression waveul , the following

change of variables is introduced:

u l52
1

cl

]2c

]t2 , vl5
]ul

]t
5¹

]c

]t
,

and consequently,

¹u l52
1

cl

]vl

]t
, ~9!

Moreover the wave equation~7! becomes

u l1cl“"ul50 ~10!

or

]u l

]t
1cl“"ul52“"ul

]cl

]t
, ~11!

which can be rewritten according to~10!:

]u l

]t
1cl“"ul5

u l

cl

]cl

]t
. ~12!

Therefore, Eqs.~9! and~12! once again give system~3!
but with a source term of the opposite sign.

In one-dimensional~1D! problems and after lineariza-
tion around the sound velocityc0l

of the medium at rest, the
system becomes

]w1

]t
1c0l

]w1

]x
52m

V

4
~w12w2!sin~Vt1C!,

~13!
]w2

]t
1c0l

]w2

]x
5m

V

4
~w12w2!sin~Vt1C!.

The sign of the source term is irrelevant for the amplitude
evolution and corresponds only to a phase shift ofp between
solids and fluids. This difference arises from the fact that, in
fluids, the dilatation rate“"V is not directly related to pres-
sure variations by a constitutive law but indirectly, through
the mass conservation, by an unsteady thermodynamic pro-
cess dp5c2(t)dr. Conversely, for solids, in the one-
dimensional assumption (u5ul , ]/]y5]/]z50), it is easy
to verify from expressions ofs andcl that the normal stress
in directionx is

sxx52
l12m

cl
u l52u lrcl .

Hence Eq.~10! is just the reduction of the constitutive
law for normal stress in directionx. Obviously, solids differ
from fluids, even in 1D, by the fact that the stress tensor is
not isotropic for solids, the normal stress in they and z di-
rections being2lu l /cl .

The case of shear waves can be treated identically but
with the variables

ut52
1

ct

]ut

]t
and Tt5“ut .

Nevertheless, in one dimension, no mode changes are
expected even at the interfaces, and consequently, no shear
waves appear unless they exist initially in the medium. For
the clarity of the analysis, we now suppose that this condi-
tion is fulfilled.

C. Numerical method

Systems~6! and ~13! can be written symbolically

]U

]t
1

]F~U !

]x
5S, ;xPR,t>0,

~14!
U~x,0!5U0~x! ;xPR

and

F~U !5S c0w1

2c0w2
D , U5S w1

w1
D ,

and

S56S m
V

4
~w12w2!sin~Vt1C!

2m
V

4
~w12w2!sin~Vt1C!

D ,

depending on the case~solid or fluid!. System~14! is solved
by an explicit finite volume method. The spatial domain is
shared inN cells of lengthDx and the time step isDt. The
numerical solutionUi

n5U( iDx,nDt) is obtained at time (n
11)Dt by

Ui
n115Ui

n2
Dt

Dx
@ f i 11/2~Un!2 f i 21/2~Un!#1DtS~Ui

n!,

~15!

where the numerical fluxesf i 11/2 and f i 21/2 determine the
scheme. This is a first-order accurate method for time inte-
gration. Second-order methods are of course available but
not of great interest here since the time step is determined
more by physical than numerical reasons. It must be empha-
sized that the pumping is a very quick oscillation of fre-
quency 23107 Hz, leading to characteristic times of order
1028 s. Time steps of order 1029 s are therefore necessary
for a good description of the phenomenon. As long as the
simulation is 1D the advantage of a second-order time
marching technique is not clear since, for the physical rea-
sons mentioned, the time step cannot be one order of mag-
nitude higher and conversely the numerical procedure can be
more time consuming. Moreover, for a first simulation of the
phenomenon, the first-order time marching method was un-
avoidable, at least as a reference.

The choice of the numerical fluxesf at the cell interface
characterizes the scheme and particularly the spatial accu-
racy, which is much more important that the accuracy of the
time procedure because it is linked to the dissipation proper-
ties of the scheme. Tests have been performed with the basic
first-order Godunov scheme10 and its extension to second-
order using the monotone upstream centered scheme for con-
version laws13 approach with limiters. Finally the second-
order WAF11 ~weighted average flux! and the superbee
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limiter14 appeared to be the most accurate combination for
the problem treated here. Hence, the numerical fluxes are

f i 11/2~Ui 11
n ,Ui

n!5a1F~Ui
n!1a2~Ui 11

n ! ~16!

with a1 anda2 obtained by

a15 1
2~11n!

and

a25 1
2~12n!,

where n5c0Dt/Dx is the Courant number associated with
the wave speedc0. The partial fluxesF(Ui

n) and F(Ui 11
n )

represent the upwind and the downwind parts of the total
flux. The weightsa1 anda2 control the contributions of the
partial fluxes;a1 is responsible for stability whilea2 is re-
sponsible for accuracy and oscillations. The flux limiter has
the role of limiting the contribution of the downwind term.
Denoting a flux limiter byBi 11/2 the weightsa1 anda2 are
modified in Eq.~16! as follows:

a15a11~12Bi 11/2!a2 , a25a2Bi 11/2. ~17!

The flux limiter used here is the so-called superbee. The
corresponding limiting function is

Bi 11/255
~122~12unu!!/unu, r i>2

~12r i~12unu!!/unu, 1<r i<2

1, 1
2<r i<1

~122r i~12unu!!/unu, 0<r i<
1
2

1/unu, r i<0

~18!

with

r i5
ui

n2ui 21
n

ui 11
n 2ui

n ~19!

andn50.6.

D. The interface problem in 1D

Numerical simulations help to explain phenomena
which could not be accounted for by experiments or analyti-
cal results. For instance, the instantaneous stress field inside
a sample of active medium is not available in experiments, or
the effect of wave reflections on the sample boundary re-
quires very complicated theoretical developments in the
frame of purely analytical analysis. This latter issue is easily
treated in the present approach by solving the classical prob-
lem of ‘‘resolution of a discontinuity,’’ which provides the
numerical fluxes in the Godunov family scheme under the
name of the ‘‘Riemann problem.’’

The interface separates two nonactive media:R ~right!
andL ~left!. Equations~6! and~13! are then strictly identical,
and, for the 1D case, solid and fluid are hence treated in the
same way. In mediumR, of sound velocitycR , the initial
state is (UR ,uR) and (UL ,uL) in mediumL with cL as sound
velocity ~Fig. 1!. In Fig. 1, under characteristicC0

2 , the left-
hand side remains in its original state because no information
comes from the interface. The same happens under charac-
teristic C0

1 on the right-hand side. BetweenC0
2 and the in-

terfacei, the uniform solution 1 gives the state on the left-

hand side whereC1 comes from stateR and C2 from the
interface where the variables are unknown. Solution 2 is the
equivalent of 1 for the right-hand side. Nevertheless, charac-
teristicsC2 in sector 1 andC1 in sector 2 gives no infor-
mation. The missing relations for the determination of states
1 and 2 are supplied by the continuity of stresses and normal
velocities at the interface, of velocityv i . This gives

u25tu1 , v25v15v i ,

where t5rLcL /rRcR is the transmission coefficient. Sub-
script 1 corresponds to the solution in the medium originally
in stateL and subscript 2 in the medium originally in stateR.
For all theC1 characteristics coming from sectorL, the in-
variant relation gives

v11u15vL1uL

and for all theC2 coming from sectorR:

v22u25vR1uR .

Since v15v25v i and u25tu1, elimination of u1 be-
tween these four equations leads to

v15v25v i5
1

11t
@tvL1vR#1

1

11t
@tuL2uR#

and consequently,

u15
1

11t
@vL2vR#1

1

11t
@uL1uR#.

Whent51 the solution corresponds to the Riemann problem
of the linear advection system in an homogeneous medium
as given by Godunov. Fort→0, mediumR is infinitely rigid
(cR→`) and the solution isu15vL1uL , v15v i5v250,
which corresponds to the ‘‘half Riemann’’ problem often
used for reflective boundary conditions for the linear advec-
tion system. Whent→`, medium R is a vacuum andu1

5u250, v15v25vL1uL .
The present solution provides all the data needed for

computing the fluxes at interfaces between nonactive zones
in any 1D situation.

The boundary between active and passive zones is simu-
lated in a very straightforward way by switching off the
source terms in the passive zone. The same is done in an
active zone as soon as the pumping is stopped.

FIG. 1. Riemann problem at the interface. CharacteristicsC0
1 andC0

2 limit
the unperturbed zonesR andL. Zones 1 and 2 are the uniform states at each
side of the interfacei.
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III. RESULTS AND DISCUSSION

The numerical method and the interface problem have
been tested on the configuration presented in Fig. 2. From
x50 – 0.5 cm the medium is water and the sample of mag-
netoacoustic ferrite is situated betweenx50.5 cm andx54
cm. The active zone lies betweenx51 cm andx53.5 cm.
The mesh contains 1000 points in water and 7000 points in
the sample. This global refinement is only possible in 1D and
underlines the great interest of these simulations in terms of
reference for further multidimensional computations. For 2D
or symmetry of revolution, a direct extrapolation of the
present numerical method is still possible but for 3D the
number of points would be too high. Even local refinement–
derefinement methods are of little use because the refinement
would be needed almost everywhere in the computational
domain. A productive research direction is a numerical simu-
lation of the amplitude of the wave without the quick oscil-
lation, the main issue here being the derivation of suitable
conditions at the interface.

In this case, the boundary condition atx50 cm is non-
reflective as if the domainx,0 were filled by water too. At
x54 cm an absence of stress can be assumed as if a vacuum
existed forx.4 cm. The initial condition is given in the
following form:

W152 sinS 2p

l
~x2xL! D for xL,x,0.5,

W250 for xL,x,0.5, ~20!

W15W250 elsewhere.

AbscissaxL is chosen such as (0.52xL)53l, l being the
wavelength:l52pc0v with v52p107 s21 andc051500
m/s.

Figure 3 shows this initial condition and the reflection
process after 3.75ms is presented in Fig. 3~b!. The wave in
water is traveling back tox50 cm after partial reflection on
the interface atx50.5 cm while part of the wave enters the
sample traveling to the right-hand side. In Fig. 3~b!, the nor-
mal stress in thex direction is presented after the wave has
entered the active zone but before the pumping was switched
on. The pumping is applied when the incident wave has cov-
ered about one-third of the length of the active zone. Figures
4 and 5 show the next stage of the phenomenon. In Figs. 4
and 5 the beginning of the pumping is taken as the origin of
the time. In order to produce the phase conjugation, the
pumping frequency is fixed atV52v.1 The duration of the
pumping isT519 ms andC is equal top. Figure 4 shows
the normal stress field at different times form54.131022.
In Fig. 4~a! the pumping has just been initiated and the direct
amplified wave begins from the edge of the active zone. In
Fig. 4~b! the conjugate wave can be clearly observed in the
fluid. In the solid, the incident wave is just reflecting at the
end of the sample. Figure 4~c! illustrates the amplification
process and the emission of the conjugate wave in the fluid.
The incident wave or its reflection on the edges of the sample
is no longer visible due to the high level of amplification of
the conjugate and direct waves. In Fig. 4~d! the pumping is
finished and all the waves are to be evacuated through the
interface toward the fluid after many reflections between the
end of the sample and the interface. This is a long process, as
shown in Figs. 4~e! and ~f!.

From the numerical point of view, this test has been very
productive. It can be noticed that the scheme succeeds in
propagating the waves for a long period without damping
their amplitudes. Moreover our boundary conditions work
without generation of spurious oscillations, for instance,
Figs. 4~a! and ~b! show no artificial numerical reflections at
x50 cm and no oscillations atx54 cm for the reflective
boundary. At the interfacex50.5 cm, the modified Rieman
solver, which respects the continuity of stress and velocity,
allows a smooth treatment of the change of amplitude and

FIG. 2. Computational domain: The active zone~length 2.5 cm! is limited
by dashed lines, the interface water–solid is at abscissa 0.5 cm, the bound-
ary at 0 cm is nonreflective, and the boundary at 4 cm is stress free
~vacuum!.

FIG. 3. Initial solution.~a! The initial
pressure wave in the water zone.~b!
The state when the pumping is initi-
ated~pressure unit: Pa!.
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sound velocity due to the different impedances on both sides.
As to the physical point of view, this test is still too

complicated to be compared with analytical results. Another
test has thus been performed on an infinite sample with the
same active zone and the same pumping conditions except
m53.231022. The initial wave in the active zone is the

same as in previous case. Figures 5~a!–~f! show the evolu-
tion of the process. The quasisymmetrical behavior of the
direct amplified wave and the conjugate one is not disturbed
by the interfaces. At the end of the process, both waves are
evacuated in opposite directions. Figures 5~c! and~d! present
the situation just before and just after the end of the pump-

FIG. 4. Numerical solution: Spatial pressure and normal stress repartitions in a finite domain water–sample–vacuum at different stages of the process ~stress
unit: Pa!.
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ing. The amplification stops immediately and the separation
of both waves starts.

This process corresponds to the ideal situation that gave
rise to an analytical solution for the amplitude of the conju-
gate wave versus time. This analytical solution still holds in
a more realistic situation where the sample is bounded on the
left by water and is infinite on the left-hand side. No reflec-
tions on the left-hand edge disturb the emission of the con-

jugate wave in the liquid and, hence, the comparison be-
tween analytical solution and experiments is relevant for the
pressure measurements in water until the first reflection of
the right edge reaches the left interface in the experiments.
Figure 6 presents the pressure in water for a semi-infinite
sample limited on the left by the liquid. It shows total agree-
ment with the results of the supercritical mode theory.4,8 In
accordance with the theory of impulse response,8 the first

FIG. 5. Numerical solution: Normal stress repartitions in an infinite sample at different stages of the process.
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part of the envelope of the phase conjugate wave corre-
sponds to the supercritical amplification stage due to the
presence of electromagnetic pumping. It can be described
asymptotically by an exponential function of time with gain
G.4 The second part of the signal observed after the end of
the pump excitation, can be correlated with the spatial am-
plitude distribution of the acoustic conjugate wave inside the
active zone at the moment the pump is suppressed.

In the case of a finite sample, the evolution in time of the
acoustic pressure in the fluid side of the interfacex50.5 cm
is presented in Fig. 7. Numerous reflections at the end of the
sample explain the successive rebounds of the signal. The
succession of pairs of rebounds having the same intensity is
noticeable. This corresponds to conjugate waves and direct

amplified waves having the same number of reflections at the
interfacex50.5 cm. The reflections onx50.5 cm are the
only origin of the intensity decay for the waves inside the
sample. At the end (x54 cm! no energy is lost by the re-
flected waves. Hence the number of rebounds depends only
on t. It is clear that in a real situation this number would be
dramatically reduced by the 3D effects and by the fact that
the direct wave is not as coherent with the conjugate one as
in our 1D simulation.

IV. CONCLUSION

The computation scheme developed in the present paper
provides, in principle, direct integration of various problems
of wave propagation in nonstationary media. The first results
of these numerical simulations of parametric WPC by this
scheme clearly show the supercritical dynamics of the acous-
tic field in the active medium and demonstrate a good agree-
ment with the analytical theory. The method can be easily
generalized to the description of the nonlinear stage of para-
metric WPC~Ref. 15! taking into account pumping depletion
and multiple reflections of parametrically coupled waves at
the boundaries of the active medium. The problem of wide-
band pumping is of special interest for applications of the
proposed approach because, in contrast with asymptotic
methods, it is free of limitations on speed of sound velocity
variations. The problem of reverberation noise amplification
in parametric WPC under double pumping, recently studied
experimentally,12 also does not require considerable modifi-
cation of the computational technique either. Thus, the com-
putation method proposed in the present paper can find vari-
ous applications in parametric dynamics of continuous
media. Nevertheless, if the extension in 2D is possible
through standard numerical techniques like flux splitting, the
3D case cannot be solved without a loss of precision because
of the necessary limitation of the number of cells. A fruitful
research direction is the derivation of an ‘‘amplitude formu-
lation’’ by a hybrid asymptotic-numerical approach, includ-
ing a suitable treatment of the boundary conditions which
would give only the amplitude evolution.
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It is demonstrated that the temperature oscillations near the edge of the thermoacoustic stack are
highly anharmonic even in the case of harmonic acoustic oscillations in the thermoacoustic engines.
In the optimum regime for the acoustically induced heat transfer, the amplitude of the second
harmonic of the temperature oscillations is comparable to that of the fundamental frequency.
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I. INTRODUCTION

Nowadays there exists an understanding that the thermal
waves in the thermoacoustic devices~such as prime movers
and refrigerators! are, in general, anharmonic~i.e., periodic,
but including higher harmonics than the fundamental!.1–3

However, the only physical mechanism of the thermal wave
harmonics excitation which has been investigated analyti-
cally until now is the one related to the acoustic nonlinearity
in the thermoacoustic resonators.1–3 In fact, it has already
been established in the classical experiments1 that the non-
linear acoustic effect~i.e., cascade process of harmonics gen-
eration in acoustic wave propagation! influences the ther-
moacoustic effect in a resonant tube. The theoretical
explanation2 of the experimental observations takes into ac-
count that the pressure oscillations at higher frequencies are
necessarily accompanied by temperature oscillations at the
same frequencies, and, consequently, the interaction of
acoustic and thermal waves at the higher~but equal! frequen-
cies provides a nonzero time-average contribution to the heat
flux. The thermal wave harmonics accompanying nonlinear
standing acoustic waves have also been taken into account
later in the analysis of the performance of a large thermoa-
coustic engine.3 The hydrodynamical temperature flux is de-
scribed by the nonlinear term (v•“)T ~the so-called convec-
tive derivative! in the equations for the energy transport in
hydrodynamics.4 Here,v andT denote the fluid velocity and
the fluid temperature fields, respectively~note that in the
standing acoustic wave considered in our paper the hydrody-
namical temperature flux is proportional both to the second-
order heat flux and to the second-order enthalpy flux!. It is
evident that the interaction of the acoustic and thermal waves
described by this nonlinearity, (v•“)T, is not only the
source of the nonzero time-average temperature flux~i.e., the
physical origin of the thermoacoustic effect!, but also the
source of the higher thermal wave harmonics. This physical
mechanism of thermal wave harmonic generation is addi-

tional to the one described in Refs. 1–3~i.e., one associated
with the acoustic nonlinearity!. The nonlinear term (v
•“)T, which describes hydrodynamical~advective! trans-
port of temperature, generates thermal wave harmonics even
in the absence of the higher harmonics of the acoustic field.

The goal of the present work is to investigate analyti-
cally thermal wave harmonic excitation in the process of
hydrodynamical temperature transport and to demonstrate
that accounting for this phenomenon may be important for
the analysis of thermoacoustic devices. The form of the non-
linear term (v•“)T indicates that the existence of the high
spatial temperature gradients should favor thermal wave har-
monic generation. That is why the present research is con-
centrated on the analysis of the temperature field near one of
the ends of the thermoacoustic stack. In fact, by both
numerical5 and analytical6,7 approaches, it has been demon-
strated recently that near the stack termination the character-
istic spatial scale of temperature variations can be of the
order of ~or even less than! the particle displacement ampli-
tude u0 in the acoustic wave. Consequently, from the point
of view of classical thermoacoustic theory~where the par-
ticle displacement amplitude is considered to be sufficiently
small in order to assume all the spatial variations along thex
direction of the acoustic waves propagation take place at
scales significantly larger thanu0), the region near the stack
end may be the most important source of thermal wave har-
monics. For a review of the classical approach in thermoa-
coustics, see Ref. 8.

II. THEORY

In order to get the basic physical insight to the process
of thermal wave harmonic generation near the stack termina-
tion, it is highly desirable to proceed in the analysis as far as
possible by analytical means. For this purpose, the viscosity
of the medium and the dependence of the thermophysical
parameters on the temperature are neglected here. It is as-
sumed that the blockage of the fluid flux by the stack is
negligible and, thus, even near the stack termination, the ve-a!Electronic mail: vitali.goussev@univ-lemans.fr
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locity field is unidirectional~only the componentv of the
velocity field, which is directed along thex axis, effectively
contributes to the advective transport!. The equation for the
temperature9,8 takes the form

]T8

]t
1v

]T8

]x
5

T0

p0
S ]p

]t
1v

]p

]x D1D0S ]2

]x2 1¹t
2DT8. ~1!

In Eq. ~1!, T8 denotes the deviation of the temperature
from the characteristic valueT0 , p denotes the pressure
variation, p0 is the characteristic pressure (p05r0cp /b,
wherer0 is the undisturbed density,cp is the isobaric heat
capacity, andb is the thermal expansion coefficient!, D0 is
the thermal diffusivity, and¹t

2 denotes the transverse part of
the Laplace operator. The second term on the right-hand side
of Eq. ~1! contains, in comparison with the first one, an ad-
ditional small parameter of the order of magnitudeu0 /l
~where l is the acoustic wavelength!, which is much less
than 1 and, thus, can be neglected. The conduction heat
transfer in the axial direction~described by the term
D0]2T8/]x2) is considered to be negligible in comparison
with the hydrodynamical temperature transport~described by
the termv]T8/]x).6–8 Since~in the absence of viscosity and
blockage! the velocityv of the particles does not depend on
the transverse coordinate, Eq.~1! can easily be integrated
over a cross sectionS of a pore in the thermoacoustic stack

]T8

]t
1v

]T8

]x
5

T0

p0

]p

]t
1

D0

S R ]T8

]n
dP. ~2!

In Eq. ~2!, T8 denotes the average temperature of the gas
in a cross section of a pore, and the integral term on the
right-hand side of Eq.~2! denotes integration over the perim-
eter II of the pore (]T8/]n is the temperature derivative
along the internal normal to the stack surface!. In the present
investigation, the heat flux at the gas/stack interface is de-
scribed by Newton’s law of cooling9 of the form

ks

]Ts8

]n
5h~Ts82T8!, ~3!

whereks is the thermal conductivity of the stack,Ts8 is the
variation of the stack surface temperature, andh is the con-
vection heat transfer coefficient.4,9 However, in the absence
of the transverse components of velocity field, the advective
transport of temperature in the transverse direction is absent
and, consequently, at the interface

ks

]Ts8

]n
5k0

]T8

]n
. ~4!

Here, k0 is the gas thermal conductivity. Combining
Eqs.~2!, ~3!, and~4!, the equation for the average gas tem-
perature becomes

]T8

]t
1v

]T8

]x
5

T0

p0

]p

]t
2

Ph

Sr0Cp
S T82

1

P R Ts8dP D . ~5!

The last term on the right-hand side of Eq.~5! provides
coupling with the equation of heat diffusion inside the stack.7

In the present short communication, we follow the model
proposed in Ref. 5 and treat the simplest case, with zero
longitudinal temperature gradient within the plates~as if the

plates were made of a solid with infinite thermal conductivity
and heat capacity!. Thus, it is assumed here thatTs8[0, and
Eq. ~5! becomes a closed equation for the heat transfer in the
gas. It should be mentioned, however, that Newton’s law of
cooling @Eq. ~3!# is not a solution for the problem of trans-
verse heat exchange between the gas and the plates, but is
rather its reformulation, because the precise determination of
the heat transfer coefficienth itself demands the solution of
the convection heat transfer problem~see, for example, Ref.
6!. But, concentrating attention on the physics of the nonlin-
ear phenomena, we treat here the parameterh as phenomeno-
logical. The coefficient (P/S)(h/r0Cp) on the right-hand
side of Eq.~5! has a physical meaning of the inverse thermal
relaxation time 1/tR.10 The relaxation time approximation for
the transverse heat exchange is quite frequently used in the
analysis of cyclic flow refrigerators~see Refs. 11, 12, and
references therein!. In the present work, the relaxation time
approximation is combined with precise analytical treatment
of the advective axial transport of heat.

We use the following description for the harmonic
acoustic field in a half-wavelength resonator:

v5vu sin~vt !, u[u0 sin~2px/l!,
~6!

p5r0~lv2/2p!u0 cos~2px/l!cos~vt !.

The variation ofv andp with coordinatex in Eq. ~6! is
much slower than the spatial variation of temperature in Eq.
~5! near the stack end. Because of this, by introducing the
dimensionless temperatureu5T8/Tc

~Tc52T0~r0 /p0!~lv2/2p!u0 cos~2px/l!!,

the dimensionless variablest5vt, j5x/u, and the dimen-
sionless relaxation parameterR5vtR , Eq.~5! can be rewrit-
ten as

]u

]t
1sint

]u

]j
5sint2

u

R
. ~7!

The solutions of Eq.~7! depend on the coordinate inside
the resonator only parametrically via the adopted normaliza-
tion. When the position of the stack is fixed, it is suitable to
shift the origin of thej axis to the edge of the stack. Thus, in
the following, it is considered that the stack occupies the
regionj<0, while in the regionj.0 the temperature relax-
ation is absent@adiabatic region of the acoustic field,R(j
.0)5`#. This simplest configuration is presented in Fig. 1.
In the regionj<0, the magnitude of the relaxation parameter
R controls the regime of the hydrodynamical flow~it is
quasi-isothermal forR!1 and it is quasiadiabatic forR
@1). The partial differential equation~7! is equivalent13 to
the system of two ordinary differential equations

FIG. 1. Stack configuration.
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dj

dt
5sint,

du

dt
5sint2

u

R
.

The solution of these equations inside the stack region
~j<0, RÞ`) is

j52cost1c1
2 ,

~8!

u5
R

11R2 sint2
R2

11R2 cost1c2
2 expS 2

t

RD .

The solution outside the stack region~j>0, R5`) ~for
which we introduce the notationj1, u1) is

j152cost1c1
1 , u152cost1c2

1 . ~9!

The relation between the integration constantsc1,2
6 can be

found from the condition of continuity of temperature distri-
bution across the boundary (u5u1 whenj5j150)

R

11R2 sint2
R2

11R2 cost1c2
2 expS 2

t

RD52cost1c2
1 ,

~10!

2cost1c1
252cost1c1

150. ~11!

It follows from Eq. ~11! that c1
25c1

1 , that Eq.~11! can
be satisfied only ifuc1

2u<1, and if uc1
2u<1 then Eq.~11! is

satisfied twice at each period of oscillations. From a physics
point of view this formal mathematics corresponds to the fact
that not all fluid particles can cross the boundaryj50 ~but
only a part of those that are close to the stack edge!, and that
if the particle of fluid crossesj50 then it does it twice in a
cycle. At a period2p<t<p, two solutions of Eq.~11! are
t656arccos(c1

2). Substitution oft6 into Eq. ~10! provides
two relations betweenc1

2 , c2
2 , andc2

1 . Excludingc2
1 , the

relation betweenc1
2 andc2

2 is obtained. Substitution in the
latter relation of the constantsc1

2 andc2
2 from Eq. ~8! pro-

vides the following solution for the temperature:

u5
R

11R2 sint2
R2

11R2 cost

1
R

11R2

sin@arccos~j1cost!#

sinhFarccos~j1cost!

R G expS 2
t

RD . ~12!

In accordance with the derivation, Eq.~12! is valid only
in the region22<j<0 where a part of the fluid can reach the
stack edge and only at the timesuj1costu<1 when the tem-
perature in a pointj is controlled by the particles of fluid
crossing the boundaryj50. Outside the indicated regions the
temperature is controlled by the particles never leaving the
stack and~as a consequence! it does not depend on the co-
ordinate. The precise solution is given by the second part of
Eq. ~8!, where in additionc2

250 from the condition of pe-
riodicity @u~t!5u~t12p!#. The same result formally follows
from Eq. ~12! if the last term is considered to be equal to
zero when the arccosine function is undetermined in real
numbers ~i.e., outside the regionuj1costu<1!. Conse-
quently, under this agreement, the solution~12! is valid in
the whole regionj<0 for all 2p<t<p. A less formal~more

physical! and more detailed version of the derivation of Eq.
~12! is presented in the Appendix.

The third term on the right-hand side of Eq.~12! con-
tributes to the solution only when the arccos~j1cost! func-
tion is defined in the real space~i.e., if 21<j1cost<1!. In
particular, the third term does not contribute to the solution
in the regionj,22 at anyt. Thus, at distances from the
stack edge larger than the maximum particle displacement
~i.e., 2u), the temperature field is purely harmonic and the
time-average temperature is equal to zero,^u&50. Here,^...&
denotes averaging over the period of oscillations. However,
there exists a nonzero axial temperature flux, which in the
nondimensional form can be described asJ5^u sint&
5R/2(11R2). Note that in the standing wave of Eq.~6! the
same nondimensional presentation is valid also for the heat
flux and for the enthalpy flux. Consequently, the maximum
thermoacoustic heat flux along the stack is expected forR
51. This prediction qualitatively correlates with the classical
predictions8 that the optimum regime for pumping heat is
intermediate between adiabatic and isothermal.

In the region22,j,0 the temperature oscillations are
anharmonic. In Fig. 2 the profiles of the temperature oscilla-
tions, Eq. ~12!, are presented at different distances
j ~22<j<0! from the stack edge for the particular~optimal!
regimeR51. It is evident that the temperature oscillations
are anharmonic everywhere except at the coordinatej522
~from the pointj522, the fluid particle can reach the stack
edge but cannot cross it!. The temperature profiles in Fig. 2
include also the contribution from the average temperature
field.14 The amplitudes of the sine and cosine components
@denoted by (un

s) and (un
c), respectively# are derived from

Eq. ~12!

un
s5

R

11R2 F dn,12
2

p E
0

arccos~212j! sin@arccos~j1cost!#

sinhFarccos~j1cost!

R G
3sinhS t

RD sin~nt!dtG , ~13!

FIG. 2. Profile of the temperature oscillations at different distancesj from
the stack edge@optimal regimeR51, ~a! j50; ~b! j520.5; ~c! j521; ~d!
j522#.
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un
c5

R

11R2 F2Rdn,1

1
2

p E
0

arccos~212j! sin@arccos~j1cost!#

sinhFarccos~j1cost!

R G
3coshS t

RD cos~nt!dtG . ~14!

Here,n51,2,3,... . The absence of the sine component at the
fundamental frequency at the edge of the stack@u1

s(j50)
50# correlates with the necessary absence of the axial heat
flux into the adiabatic regionj.0 @J(j50)50#. The spatial
distribution of the fundamental frequency oscillations (n
51) and of the second and third harmonicsun

5A(un
s)21(un

c)2 is presented in Fig. 3 as functions of relax-
ation parameterR. The data presented in Figs. 2 and 3 pro-
vide evidence for the anharmonic character of temperature
oscillation. In accordance with Fig. 3, the nonlinear effects
are most important around the optimum regime (R51) of
the heat pump performance. It can be seen, for example, that
in this regime the amplitude of the second harmonic near the
stack termination~j50! is of the same order of magnitude as
the amplitude of the fundamental frequency.

The behavior of the harmonics in the quasiadiabatic re-
gime R@1 ~see the regionR>3 in Fig. 3! deserves special
discussion. When analyzing the possibility of the experimen-
tal observation of the predicted distributions of harmonics in
space, it should be taken into account that whenR@1 the
acoustically induced heat flux is relatively small (J'1/2R
!1). Consequently, the characteristic time for the ‘‘accumu-
lation’’ of the predicted temperature distribution~i.e., the
time for the approach to the periodic temperature oscilla-
tions! can be relatively long. And then, the neglected ordi-

nary diffusive heat conduction in the axial direction can be
important.

At the stack termination~j50! Eqs.~13! and~14! can be
expressed in terms of special functions. In the quasiadiabatic
regime (R@1)

un
s~j50!50,un

c>
1

p
~Si@~n11!p#2Si@~n21!p#!2dn,1 ,

~15!

where Si denotes sine integral. In the quasi-isothermal re-
gime (R!1)

un
s~j50!50, un

c>
2R

p

~21!n1121

n221
. ~16!

In particular, in accordance with Eq.~16!, the contribu-
tion of the fundamental frequency and its odd harmonics to
the temperature oscillations at the edge of the quasi-
isothermal stack is negligible.

Finally, it should be mentioned that, when averaged over
a period of the oscillations, Eq.~12! provides the distribution
of the mean temperature near the stack termination.14 This
solution for the mean temperature, or Eq.~12! itself, can be
applied to establish the mathematical condition for the neg-
ligence of the molecular heat transport in the direction of the
x axis in comparison with acoustically induced heat flux@see
the assumptions used for the derivation of Eq.~12!#. How-
ever, in Ref. 14 it is demonstrated that the solution for the
mean temperature that follows from Eq.~12! does not differ
significantly from one obtained in the mean-field approxima-
tion and because of that the required condition can be pre-
sented in a simple form

D0

Dac
!minH R,

8

11R2J , ~17!

whereDac[u2v/4 is the acoustically induced thermal diffu-
sivity in the regime whereR51. The condition~17! can
always be satisfied for sufficiently high level of the acoustic

FIG. 3. Spatial distribution of the tem-
perature: ~a! fundamental frequency;
~b! second harmonic;~c! third har-
monic.
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oscillations in the resonator. In particular, in most of the
currently operating thermoacoustic engines, this condition is
usually satisfied.3,8

III. CONCLUSION

The analytical description of Eqs.~13!–~16! confirms
the highly nonlinear character of the temperature oscillations
up to distances of the order of the particle displacement from
the stack edge. This result indicates that the mean-field ap-
proximation, which is traditionally used for the analytical
analysis of the thermoacoustic heat flux, may not be valid
near the stack termination. The results of the evaluation of
the validity of the mean-field approximation in thermoacous-
tics, as well as the results of the application of the proposed
equation~7! for the analysis of thermoacoustic heat transfer
between two adiabatically separated stacks, is reported
elsewhere.14

In summary, the developed theoretical model for the
acoustically induced heat transfer near the edge of a stack in
a thermoacoustic engine and its analysis indicate that~at the
scale of the particle displacement in the acoustic wave! the
temperature oscillations are highly nonlinear. Their evalua-
tion requires a theoretical approach which is not based on the
‘‘classical’’ mean-field approximation.

Finally, it is obvious that the possible analytical exten-
sions of the developed theory should include, first of all, the
analysis of the influence of the viscosity and of the partial
blockage of the fluid motion by the stack edges on the ther-
mal wave harmonics excitation. The effect of the viscosity
on the predicted excitation of the thermal wave harmonics in
the vicinity of the stack termination is not expected to be
strong@in our opinion, the viscosity cannot significantly sup-
press the process of harmonics generation associated with the
term v(]T̄8/]x) in Eq. ~5!#. Moreover, currently we cannot
exclude even the possibility that the presence of the viscosity
increases the anharmonicity of the temperature oscillations
near the stack edge. In fact, both numerical solution of the
basic equations5 and their analytical investigation in the
frame of the mean-field approximation6,7 demonstrate that
the characteristic values of the mean temperature axial de-
rivative near the stack edge~i.e., the steepness of the tem-
perature distribution! diminishes with the increase of the
Prandtl number. However, at the same time, an effective
value of v contributing to the advective nonlinearity
v(]T̄8/]x) increases. The reason for the latter effect has
been recently explained in Ref. 15. The presence of the vis-
cosity changes the particle velocity profile in the cross sec-
tion of the stack channel. In the viscous case, the gas near the
wall of the channel does not move. By continuity, the gas in
the center of the channel must have a higher velocity relative
to the inviscid case. This conclusion is supported by the ana-
lytical formulas presented in Refs. 15 and 16, for example. In
both the viscous and nonviscous cases, the gas near the wall
is pinned to the temperature of the wall. Therefore, it is the
gas at the distance exceeding~or of the order of! the thermal
boundary layer thickness, whose oscillations are sufficiently
nonisothermal, which contributes to the thermoacoustic ef-
fects. But, the oscillations of the particle velocity at these

distances can be bigger in the viscous case~relative to the
inviscid case! and consequently, the effective cross-sectional
averagev contributing to v(]T̄8/]x) can increase in the
presence of the viscosity. There are examples in Ref. 15
showing that the viscosity increases the thermoacoustic
power production. To derive definite conclusions on the role
of the viscosity in the thermal wave harmonics excitation, it
is necessary to modify the theory developed here signifi-
cantly. However, from the inviscid-case theory presented
here it follows that the characteristic amplitudes of the tem-
perature oscillations at the fundamental frequency and at the
harmonics are all linearly proportional to the particle dis-
placement amplitude~or the particle velocity amplitude!.
Consequently, it can be expected that in the first approxima-
tion the influence of the viscosity on the effective velocity
will cause proportional change of all spectral components of
the temperature oscillations and will not change the impor-
tance of the harmonics relative to the fundamental frequency.
This is the reason why we do not expect any strong influence
of the viscosity on the particular process of the thermal wave
harmonics excitation described in the present paper. At the
same time, the role of the possible vortex shedding17 is not
clear at the moment. Thus, the analysis of the phenomena
which are currently not included in the simplest nonlinear
theory presented here provides the perspective for future re-
search.

APPENDIX

In this Appendix we demonstrate how the formal
mathematics13 leading to the solution of the derived equa-
tions can be described in words and, as a result, can be un-
derstood better from a physical point of view. We are going
to solve the system

ut1sintuj5sint2
u

R
, if j,0, ~A1!

ut1sintuj5sint, if j.0. ~A2!

It is written in Euler coordinates. The presentation of
these partial differential equations as the system of ordinary
differential equations is, in fact, equivalent to the transfor-
mation to Lagrange coordinates. When Eqs.~A1! and ~A2!
are written in the equivalent form of the sets of the ordinary
differential equations

du

dt
5sint2

u

R
, ~A3!

dj

dt
5sint, ~A4!

if j,0, and

du

dt
5sint, ~A5!

dj

dt
5sint, ~A6!
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if j.0, Eqs.~A4! and~A6! describe the change of the coor-
dinate of a fixed particle of fluid. By integrating Eqs.~A4!
and ~A6!, we get

j5c2cost, ~A7!

where the constantc is a marker for the chosen particle. For
the analysis of our periodic process, it is sufficient to find a
solution during an interval of 2p. We fix for the analysis a
period 2p<t<p and we denotec[j(t52p)11. Then,
Eq. ~A7! takes the form

j5j~t52p!212cost. ~A8!

So,j~t 52p! describes the initial coordinate of the particle
~at the beginningt52p of the period!. It is clear that in
accordance with Eq.~A8! all the particles first move left
during the period when2p<t<0 and then they return when
0<t<p. We can identify three types of particles~Fig. A1!.

The particles withj~2p!.2 @see Fig. A1~a!# will never
arrive inside the stack and they will never contribute to tem-
perature inside the stack.

The particles with 0<j~2p!<2 @see Fig. A1~b!# cross
the stack termination twice and they contribute to tempera-
ture variations inside the stack~j<0!.

The particles withj~2p!,0 @see Fig. A1~c!# do not
cross the stack termination but they contribute to temperature
variation inside the stack. The integration of the ordinary
differential equations~A3! and ~A5! gives

u5
R

11R2 sint2
R2

11R2 cost1c2
2 expS 2

t

RD , ~A9!

if the particle is inside the stack~j<0!, and gives

u52cost1c2
1 , ~A10!

if the particle is outside the stack~j>0!. In Eqs. ~A9! and
~A10!, c2

2 and c2
1 denote constants of integration. In this

Lagrange approach, Eq.~A8! describes the position of the
particle in space as a function of time, at the same time Eqs.
~A9! and~A10! describe the temperature of the particle also
as a function of time. The constantsc2

2 andc2
1 can be dif-

ferent for different particles, i.e., they depend on the marker
j~2p! ~which we are using to specify the particle of the
fluid!. So, for the description of each particle we have two
unknowns,c2

2 andc2
1 . The constantc2

2 is important for the
description of particle temperature in the stack~j<0!; the
constantc2

1 is important for the description of the particle
temperature outside the stack~j>0!. From Fig. A1 it is clear
that there is a relation betweenc2

2 andc2
1 only if the particle

crosses the stack termination@i.e., only for the particles of
the type Fig. A1~b!#. However, it is also clear that a particle
of the type presented in Fig. A1~b! crosses the stack termi-
nation twice, and, consequently, we have two boundary con-
ditions to findc2

2 andc2
1 because the temperatures described

by Eqs.~A9! and ~A10! should be equal twice over a single
period ~once when the particle enters the stack and the sec-
ond time when the particle leaves the stack!. To find the
moments when the particles cross the stack termination, we
assumej50 in Eq. ~A8! and solve the trigonometric equa-
tion to find

t656arccos@j~2p!21#. ~A11!

Equation ~A11! describes two solutions in the interval
2p<t<p if

0<j~2p!<2. ~A12!

The meaning of the inequality~A12! is clear: only the par-
ticles which att52p are closer than two particle displace-
ment amplitudes from the stack termination and are located
to the right from the stack@i.e., the particles of the type Fig.
A1~b!# are crossing the interfacej50. The particles with the
initial coordinate j.2 ~or j,0! cannot enter~or leave!
the stack. For the latter particles, mathematically the
arccos@j~2p!21# is undefined in real numbers. For them the
constantc2

2 can be defined easier and by a different approach
~see below!. For the particles of the type Fig. A1~b! @satisfy-
ing Eq. ~A12!# we equate the right-hand sides of Eqs.~A9!
and ~A10! at two momentst5t1 andt5t252t1

R

11R2 sint12
R2

11R2 cost11c2
2 expS 2

t1

R D
52cost11c2

1 ,

2
R

11R2 sint12
R2

11R2 cost11c2
2 expS t1

R D
52cost11c2

1 .

Taking the difference, we get

2R

11R2 sint11c2
2FexpS 2

t1

R D2expS t1

R D G50,

and, consequently

FIG. A1. ~a! Displacement of a particle withj~2p!.2. ~b! Displacement of
a particle with 0<j~2p!<2. ~c! Displacement of a particle with
j~2p!,0.
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c2
25

R

11R2

sint1

sinh~t1/R!
. ~A13!

Substituting Eq.~A13! into Eq. ~A9! we get the description
of the particle temperature when the particle is inside the
stack

u5
R

11R2 sint2
R2

11R2 cost

1
R

11R2

sin@arccos~j~2p!21!#

sinhFarccos~j~2p!21!

R G expS 2
t

RD .

~A14!

The derived solutions Eqs.~A8! and ~A14! provide the
description of the temperature of the particle inside the stack
in the Lagrange coordinates. To return to the Euler coordi-
nates we note that in the Euler coordinates we are interested
to know how the temperature depends on time in a fixed
point of space, that is, when we fix a coordinatej and allow
to come to a pointj different particles carrying each their
own temperature. In accordance with Eq.~A8! the tempera-
ture in a fixed pointj at a momentt is associated with a
particle having a marker

j~2p!5j111cost. ~A15!

Substituting Eq.~A15! into Eq. ~A14! we arrive at the Euler
description of temperature

u5
R

11R2 sint2
R2

11R2 cost

1
R

11R2

sin@arccos~j1cost!#

sinhFarccos~j1cost!

R G expS 2
t

RD . ~A16!

This result is valid only if22<j<0, because the particles
crossing the interface contribute to temperature changes only
in this region of the stack. Moreover, this result is valid only
if uj1costu<1 when the arccos~j1cost! is defined in real
numbers. Ifuj1costu.1 then at the time momentst satisfy-
ing the latter inequality the temperature in the pointj<0 is
‘‘carried’’ by the particles of the type Fig A1~c! which never
cross the stack termination. For these particles the solution is
simpler. For them the constant in Eq.~A9! is equal to zero
because of the condition of periodicityu~t52p!5u~t5p!.
Accordingly,

u5
R

11R2 sint2
R2

11R2 cost ~A17!

for all j<0 satisfying the inequalityuj1costu.1. Combining
Eqs.~A16! and~A17! we can say that the solution Eq.~A16!
is valid for all j<0 if we assume the third term in Eq.~A16!
to be equal to zero when and where the arccos~j1cost! is
undefined in real numbers. This is precisely the same solu-
tion as presented in Eq.~8! of the main text. A physical
interpretation of the derived solution Eq.~A16! is the follow-
ing. In a fixed pointj,22 @where arccos~j1cost! is always
undefined# the temperature is purely harmonic and is con-
trolled by the arrival of the particles of the type Fig. A1~c!.
In a fixed point between22<j<0, startingt52p first ar-
rive the particles of the type Fig. A1~c!, then the particles of
the type Fig. A1~b!, and then again~at the end of the period!
the particles of the type Fig. A1~c!. The derived solution is
periodic and is anharmonic.
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Acoustic waveform inversion with application to seasonal
snow covers
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The amplitude and waveform shape of atmospheric acoustic pulses propagating horizontally over a
seasonal snow cover are profoundly changed by the air forced into the snow pores as the pulses
move over the surface. This interaction greatly reduces the pulse amplitude and elongates the
waveform compared to propagation above other ground surfaces. To investigate variations in
snow-cover effects, acoustic pulses were recorded while propagating horizontally over 11 different
naturally occurring snow covers during two winters. Two inversion procedures were developed to
automatically match the observed waveforms by varying the snow-cover parameters in theoretical
calculations. A simple frequency-domain technique to match the dominant frequency of the
measured waveform suffered from multiple solutions and poor waveform matching, while a
time-domain minimization method gave unique solutions and excellent waveform agreement.
Results show that the effective flow resistivity and depth of the snow are the parameters controlling
waveform shape, with the pore shape factor ratio of secondary importance. Inversion estimates gave
flow resistivities ranging from 11 to 29 kN s m24, except for two late-season cases where values of
60 and 140 were determined~compared to 345 for the vegetation-covered site in the summer!.
Acoustically determined snow depths agreed with the measured values in all but one case, when the
depth to a snow layer interface instead of the total snow depth was determined. Except for newly
fallen snow, the pore shape factor ratio values clustered near two values that appear to correspond
to wet ~1.0! or dry ~0.8! snow. @DOI: 10.1121/1.1328793#

PACS numbers: 43.28.En, 43.28.Fp, 43.60.Pt@LCS#

I. INTRODUCTION

The interaction of sound energy with the ground is an
important effect in understanding outdoor sound
propagation.1–3 It affects predictions of traffic, industrial, or
blasting noise levels, which are becoming increasingly im-
portant in mitigating or preventing community noise prob-
lems and assessing environmental impacts of various activi-
ties. Snow is of interest in these applications since it is the
most absorbent, naturally occurring ground cover. The pres-
ence of a snow cover has a large effect on acoustic pulse
propagation, causing increased attenuation and marked
waveform changes compared with propagation over
grassland.4 This article reports on measurements that were
undertaken during two winters to investigate a wide range of
snow covers and to examine the effect of snow cover prop-
erties on acoustic pulse propagation outdoors. The feasibility
of using acoustic measurements to automatically determine
properties of the snow itself is also examined.

Although it has long been known that a snow cover
strongly absorbs sound, there are still significant experimen-
tal data gaps limiting the understanding and ability to predict
acoustic wave interaction with snow.5 Early papers on acous-
tics and snow were rather infrequent, and primarily reported
that snow strongly absorbed audible acoustic waves, either
through anecdotal reports,6,7 simple measurements,8 or
simple calculations.9 In all of these papers, the effect of vari-

ous snow properties or structures was ignored. It was not
recognized until the 1950’s that the physical properties of the
snow and snow metamorphism had an effect on the acoustic
properties of the snow. Careful experimental measurements
were reported by a number of Japanese researchers,10–18who
conducted short-range acoustic measurements using loud-
speakers and continuous wave~CW! sources in and above a
snow cover, and reported differences between the propaga-
tion characteristics of ‘‘new’’ and ‘‘compact’’ snow. This
work is summarized in Refs. 11 and 19. Short range mea-
surements were also reported by Tillotson.20 Gubler21 re-
ported on measurements of peak amplitude decay for propa-
gation experiments on a shallow snow cover using an
explosion source.

Johnson22 was the first to apply Biot’s23–25complete and
comprehensive treatment of wave propagation in a porous
medium to snow. However, for acoustic waves propagating
above a snow cover, the full Biot theory is not necessary,
since treating the snow as a rigid-framed porous material is
sufficient to describe the air flow within the pores, and the
elastic properties of the ice grain bonds have little effect.
This simplified theory has been widely used to treat ground
effects in outdoor sound propagation over soils and grass.26

Various formulations have been developed to model the
acoustic effects of the rigid porous material; Delaney and
Bazley27 developed an empirical relation that is widely used;
Attenborough’s28 four-parameter model~the parameters are
effective flow resistivity, porosity, and two shape factors! is
theoretically based. These rigid-frame models have beena!Electronic mail: dalbert@crrel.usace.army.mil
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used to analyze data from short-range, high-frequency CW
measurements over snow,29,30 pulse measurements at longer
ranges and lower frequencies,31 and laboratory measure-
ments on snow samples;32,33 the physically based model has
been shown to give better agreement than the Delaney–
Bazley empirical model.

In this paper, experimental measurements of acoustic
pulse propagation over seasonal snow covers are reported.
The measurements were conducted over two winters to in-
vestigate the variations in acoustic response caused by natu-
rally occurring variations in the snow-cover parameters. The
next section of this paper discusses the experimental ap-
proach. A waveform inversion method is developed to deter-
mine the snow-cover parameters from the acoustic measure-
ments and applied in the following section, and the
acoustically determined parameters of the snow are com-
pared to the directly observed snow properties. These results
are discussed and summarized in the final section.

II. EXPERIMENTAL MEASUREMENTS

The experimental objective was to determine the acous-
tic response and its variability for typical New England sea-
sonal snow covers. To accomplish this goal, broadband
acoustic pulses were recorded as they propagated horizon-
tally above the soil or snow surface at an undisturbed site in
Hanover, NH. As the snow-cover properties changed during
two winters, the measurements were repeated at the same
location with an identical experimental setup. Careful char-
acterization measurements were also done to allow the
acoustic results to be compared to the snow-cover properties
and other environmental conditions. Snow-cover characteris-
tics change, and not only as a result of deposition from
storms or melting during thaw periods. Snow continually
metamorphoses as a result of temperature and vapor gradi-
ents within it,34 and one of the goals of these experiments
was to investigate how such physical changes within the
snowpack affect the acoustic response.

A handheld .45-caliber blank pistol fired 1 m above the
soil or snow surface was used as the source of the acoustic
waves. The acoustic pulses were monitored using a linear
array of 4.5-Hz Mark Products model L-15B geophones and
Globe model 100C low-frequency microphones located at
the soil or snow surface at distances up to 90 m away from
the source. In addition, two Bruel & Kjaer type 4165 micro-
phones were used to record the source pulse. A Bison model
9048 digital seismograph, triggered by a microphone located
near the pistol, was used to record the waveforms at a sam-
pling rate of 5 kHz per channel. The useful bandwidth of the
measurements is estimated as 5–500 Hz and is limited
mainly by the source output and the high frequency roll-off
of the Globe microphones~see Fig. 1!.

For each winter experiment, a snow characterization pit
was used to determine the temperature, density, wetness,
grain size, and crystal type for each layer present, using stan-
dard techniques.35 Snow and frost depths were also measured
throughout the test site. The ground was always frozen to at
least 0.10 m depth during the winter measurements.

Meteorological data were collected using a Campbell
Scientific model 21X data logger. Temperatures were mea-

sured within the ground and snow and at heights of up to 5 m
in the air. Wind speeds at 1- and 3-m heights were also
recorded, along with relative humidity and barometric pres-
sure. All of the experiments were conducted on days of light
or no wind and over short propagation ranges, so the atmo-
spheric conditions introduced little variability in the acoustic
measurements.

Seismic refraction measurements taken under summer
conditions indicated a compressional wave velocity of 265
m s21 at the surface, with the velocity rapidly increasing to
about 400 m s21 within the upper meter. Laboratory analysis
of soil samples showed that the soil type throughout the test
area was a silty sand. The soil moisture content during the
summer experiment was 25%.

Figure 2 summarizes the experimental measurements
obtained. The figure shows the normalized pressure wave-
form recorded by a surface microphone 60 m away from the
source location, for 11 different snow covers and for grass-
covered ground. The waveforms recorded over snow are all
elongated to various degrees, and exhibit relatively stronger
low-frequency content than those recorded without snow
present. This change in waveform shape when snow is
present is mainly attributable to the existence of an acoustic
surface wave above the highly absorbing snow surface.36

The differences in the recorded waveforms are caused by
changes in the snow-cover properties, which are also shown
schematically in Fig. 2 and listed in Table I. These waveform
changes will be examined more closely below when the in-
version method is developed.

Two of the tests, experiments 11 and 12, occurred dur-
ing the spring melt period. For these tests, the entire snow-
pack had ‘‘ripened’’; it had been at the melting point for
some time, allowing the ice grains to become very large, and
was rapidly melting. The snow cover was becoming very
nonuniform in depth and discontinuous in some areas as the
melt season progressed. These measurements showed the
smallest waveform elongations recorded during the winter.

For each of the experiments, the peak pressure of the

FIG. 1. Estimated source pulse from the blank pistol~bottom! and calcu-
lated power spectral magnitude~top!. Because measurements of the source
pulse made using a microphone 10 m away were influenced by ground
reflections ~and were often clipped!, this source pulse isestimatedby
smoothing a measured waveform. The source spectrum shows the frequency
bandwidth of the measurements.
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pulses, the amplitude decay with distance, and the acoustic-
to-seismic coupling ratio, defined as the ratio of induced par-
ticle velocity in the snow to the incident acoustic pressure,
were determined from the data and are listed in Table II.
With the exception of the two measurements made during
the melt period, the peak pressure at 60 m range was smaller
by a factor of 3–7 than the peak pressure measured in the
summer. This reduction in peak pressure is caused by in-
creased transmission of sound energy into the subsurface as
the pulses interact with the highly permeable snow cover in
the winter.

The amplitude decay as a function of range was deter-
mined by least-squares fitting of the data from the surface
microphones at all ranges to the expression

A~r !5A1r a, ~1!

where r is the propagation distance in m,A(r ) is the peak
amplitude in Pa at ranger, A1 is the source amplitude at a
reference distancer 1 , anda is the distance attenuation ex-
ponent. The coefficienta for snow ~Table II! is about21.8
over snow~slightly lower during the melt period! compared
to a value of21.4 for the grass- and weed-covered ground in
the summer. These values agree with previous longer-range
pulse measurement values of21.9 for snow and21.2 for
grass-covered soil.4

The acoustic-to-seismic coupling was determined from
the collocated surface vertical component geophones and

surface microphones~Table II!. These ratios vary from 2 to
1631026 m s21 Pa21 and are in agreement with previous
measurements.4,37–40

III. ACOUSTIC WAVEFORM ANALYSIS

The experimental data collected show that the acoustic
pulse shapes are greatly affected by the presence of a snow
cover. In this section, a method for automatically modeling
these waveform changes and using this model to determine
the physical characteristics of the snow cover is developed.

A. The forward problem: Calculating pulse shapes
from known surface properties

Although most previous work in outdoor sound propa-
gation used continuous wave sources, a few studies have
used pulses, which are a much more stringent test of related
acoustic theories. A method of calculating pulse shapes
based on the Delaney–Bazley empirical model27 of ground
impedance has been developed41–44and applied to investiga-
tions of soil properties.41,42,45,46 This work has been
extended31 by including a more complicated but physically
based model of ground impedance.28 The new model gave
better agreement with observed measurements for snow, pri-
marily because of its increased accuracy at low frequencies
compared to the empirical model.

The procedure for calculating theoretical acoustic pulse
waveforms from known~or assumed! surface properties is
briefly outlined here. For a monofrequency source in the air
and a receiver on the surface, the acoustic pressureP a slant
distancer away from the source is given by

P

P0
5

eikr

kr
~11Q!e2 ivt, ~2!

whereP0 is a reference source level,k is the wave number in
air, andQ is the spherical wave reflection factor representing
the effect of the ground. At high frequencies (kr@1), Q can
be written as47–49

Q5RP1~12RP!F~w!, ~3!

whereRP is the plane wave reflection coefficient,F is the
boundary loss factor, andw is a numerical distance, all of
which depend on the specific surface impedanceZ of the
ground. The impedance is itself dependent upon frequency;
thus, so isQ. @The elongation and relatively stronger low
frequency content of the measured waveforms in Fig. 2 can
be explained theoretically by the decrease inRP at high fre-
quencies and the enhancement ofF(w) at low frequencies
~see Ref. 31, Fig 4!.# For a particular frequencyf n ~denoted
by subscriptn!, onceQn is determined, the responsePn can
be written as

Pn5
P0

4pr
SnWn~11Qn!ei2p f nr /c, n50,1,2,...,N21

~4!

whereSn andWn represent the source and instrument effects,
respectively, andc is the speed of sound in air. An inverse
FFT

FIG. 2. Chronological evolution of snow-cover properties and the acoustic
pulses measured after propagating from a source 60 m away. The snow-
cover stratigraphy and crystal type are shown below the acoustic wave-
forms; additional snow-cover properties are listed in Table I. The micro-
phone pressure waveforms are normalized. Experiment numbers indicated
on the figure are in chronological order and are used in Tables I–III.
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Pm5
1

N (
n50

N21

Pne2 i2pmn/N, m50,1,2,...,N21 ~5!

is used to construct theoretical pulse waveforms in the time
domain. Nicolaset al.29 have shown that an explicitly lay-
ered model of the ground must be used to represent thin
snow covers, and this was done in the calculations presented
here using~omitting the frequency subscripts!

Z5Z2

Z32 iZ2 tank2d

Z22 iZ3 tank2d
, ~6!

whered is the snow layer thickness,k2 is the wave number
in the layer, andZ2 andZ3 are the impedances of the snow
layer and substratum, respectively~Ref. 50, p.17!.

The acoustic behavior of the soil or snow is specified by
the specific impedanceZ2 and wave numberk2 , which are
used in Eqs.~3! and ~6! to find the theoretical waveform. A
number of models are available in the literature to calculate

these parameters.51 In this paper, the parameters were calcu-
lated using Attenborough’s28 four-parameter model of
ground impedance. The four input parameters are the effec-
tive flow resistivitys, the porosityV, the pore shape factor
ratio sf , and the grain shape factorn8. The snow depthd and
the substrate properties are also required in a layered model.

Attenborough’s model describes propagation in the po-
rous medium via the propagation constantk2 and the char-
acteristic impedanceZc ~which is the same as the surface
impedance for a locally reacting material!

k25
v

c0
q

C1/2

B1/2 , ~7!

Zc

r0c0
5

q

V

1

B1/2C1/2, ~8!

where

TABLE I. Snow cover properties.

Experiment
number

Date/
Julian
day

Air
temperature,

°C

Height
above

base, cm

Snow
temperature,

°C
Grain

classificationa

Grain
size,
mm

Density,
kg m23

Wet snow?
~Dye test!

1 12-29-89 213.5 0–9 25.0 4a 4 170 N
363 9–18 29.5 3c 2 150 N

18–18.5 213.5 2b 1.5 N
2 1-4-90 4.0 0–7 0 4a 3 220 ¯

4 7–9 0 4a 3 220 ¯

9–14 0 6b 2 200 ¯

14–17 0 6a 1 260 Y
3 1-10-90 1.5 0–7 21.0 3c 3 240 N

10 7–14 0 6b 2 280 Y
4 1-22-90 25.0 0–5 22.5 6b 0.5 210 N

22 5–12 23.0 2a 0.5 130 N
12–19 23.0 2a 100 N

5 1-31-90 23.0 0–7 0 6b 1.0 260 N
31 7–10 20.5 6b 0.8 240 N

10–27 22.5 2a 0.25 120 N
27–35.5 0 6a 0.25 140 N

6 2-8-90 5.0 0–7 0 6b 2 180 N
39 7–10 0 6b 2 220 Yb

10–19 0 6a 2 200 Yb

19–28 0 6a 150 Yb

7 3-6-90 22.0 0–2 21.0 8c ¯ .400 N
65 2–10 21.0 6b 1 290 N

10–14 0 6b 1 340 N
8 7-12-90 18.0 0–10 Grass and weed covered soil

193
9 1-10-91 210.5 0–3 25.0 2b 1 100 N

10 3–6 26.0 2a 4 100 N
10 1-16-91 2.0 0–5 20.5 4c 0.5 190 N

16 5–10 20.5 4c 0.5 150 N
10–15 20.5 4c 0.75 140 N
15–18 20.5 6a 1 210 Y

11 2-21-91 6.0 0–1.5 0 8c ¯ .400 Y
52 1.5–5 0 6b 12 310 Y

5–10 0 6b 8 270 Y
12 2-28-91 1.0 0–2 0 8c ¯ .400 Y

59 2–5 0 6b 4 220 Y
5–9 0 6b 7 250 Y

aSnow grain types are given in accordance with the international standard; see Ref. 35. See Fig. 1 caption for
grain types.

bDuring the acoustic experiments, which were conducted in the morning, the snow cover was cold and no liquid
water was present. The snow warmed up considerably by the time the snow pit was done at noon.
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B5F12
2

D
T~D !G , C5F12

2~g21!

NPr
1/2D

T~NPr
1/2D !G ,

T(x)5@J1(x)#/@J0(x)#
is the ratio of cylindrical Bessel functions,

l5
1

sf
@~8r0q2v!/~Vs!#1/2, D5lAi ,

q25V2n85tortuosity,

g5the ratio of specific heats~51.4 for air!, NPr5Prandtl
number~50.71 for air!, andv52p f .

For all of the calculations in this paper, the grain shape
factor n8 was set to 0.5 corresponding to spherical grains,
and the porosityV was determined from the measured den-
sity of the snow. Parameters for the frozen soil beneath the
snow were fixed ats53000 kN s m24, V50.27, sf50.73,
and n850.5.31 The effective flow resistivitys, the snow
depthd, and the pore shape factor ratiosf were varied in the
inversions discussed below.

B. The inverse problem: Finding snow parameters to
match the observed acoustic waveforms

The previous section discussed theforward problem, us-
ing a rigid-ice-frame porous model of snow to calculate the
expected waveform shape when the snow properties are mea-
sured or assumed. Through trial-and-error calculations, good
agreement between the calculated and observed waveforms
can often be obtained.31 However, this procedure is time
consuming and tedious, and does not provide information
about the uniqueness of the waveform match or the sensitiv-
ity of the calculated waveforms to the snow parameters. In
this section, theinverseproblem is investigated, where the
observed waveform is used to determine automatically the
acoustic parameters of the snow. Two inversion strategies,
one in the frequency domain and one in the time domain,
were investigated in an attempt to match the experimentally
observed waveforms.

1. Frequency-domain inversion

The elongated, low-frequency acoustic surface wave is a
dominant characteristic of the pulse waveforms observed
propagating over a snow cover~see Fig. 2!. The first inver-
sion attempt, therefore, was to try to match the dominant
frequency of the observed waveform, since this frequency
should sensitively depend on the snow-cover properties re-
sponsible for the acoustic surface wave shape. If successful,
this inversion procedure would be extremely rapid, since the
broadband time-domain waveform would not need to be cal-
culated as part of the search procedure. Fast methods of find-
ing the peak frequency from a given set of assumed acoustic
parameters could be developed to further reduce the calcula-
tion times.

Unfortunately, problems were encountered when this in-
version strategy was tested. Figure 3 shows a simplified ex-
ample of the inversion. In this figure, the snow depth was
held at the measured value of 0.28 m at the sensor location,
and the pore shape factor ratiosf is fixed at a value of 0.8.
Only the effective flow resistivitys was allowed to vary in
calculating the theoretical peak frequency. The figure shows
that there are two solutions; that is, there are two values of
the flow resistivity that give agreement with the observed
peak frequency. Thisnonuniquenessof solutions is a com-
mon feature of inversions, and indicates that the information
content of the measurements is not enough to require a single
parameter value to obtain agreement. There are a number of
approaches one can take to investigate this nonuniqueness.52

However, these approaches were not considered because
the problem is more serious than just finding multiple solu-
tions. Figure 4 shows a comparison of the observed and the-
oretical waveforms; the agreement is very poor. Apparently,
the frequency-domain representation of the observed wave-
form has a very broad spectral maximum. Thus, matching
this parameter is not sufficiently sensitive to yield good
waveform agreement as had been hoped. Although the
method had the promise of very rapid calculations and inver-
sions, it had to be abandoned because of its poor accuracy.

TABLE II. Range decay coefficient and acoustic-to-seismic coupling ratio measured for air waves. The error
bounds are 95% confidence intervals.

Experiment
number Date

Range decay coefficient
a

Acoustic-to-seismic
coupling ratio,

m s21 Pa21 Peak
amplitude
at 60 m

Pa
Number of

points a
Number of

points
Ratio

31026

1 363-89 32 21.960.4 31 1.960.2 3.7
2 04-90 13 21.860.4 60 3.160.3 5.3
3 10-90 18 21.760.2 80 2.960.2 5.0
4 22-90 42 21.660.3 42 5.660.7 2.1
5 31-90 40 21.860.4 40 16.261.5 2.3
6 39-90 35 21.760.3 35 7.360.5 2.0
7 65-90 18 21.860.3 36 3.160.3 3.3
9 10-91 68 21.960.2 59 2.960.3 4.0

10 16-91 50 21.860.2 50 10.860.8 2.9
11 52-91 91 21.660.1 89 3.660.2 6.6
12 59-91 76 21.460.1 76 4.760.3 7.3
8 193-90 48 21.460.2 27 4.160.9 13.8
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2. Time-domain waveform inversion

In this section, an inversion procedure for directly
matching the normalized, time-aligned microphone wave-
form is discussed. Theoretical waveforms are calculated us-

ing Attenborough’s28 model of ground impedance and Eqs.
~2!–~6! as discussed above. For the snow, a single snow
layer is used, with the effective flow resistivitys, the snow
depthd, and the pore shape factor ratiosf being allowed to
vary; parameters for the frozen soil below the snow are fixed
at s53000 kN s m24, V50.27, sf50.73, andn850.5. For
the summer case, a half-space model of the ground with the
same variable parameters is used.

In setting up an inverse problem, one has a choice of a
norm ~or measure! of what is considered to be a good solu-
tion. Solutions are then compared using that norm, with the
best solution having the minimum value. In this case, the
norm was chosen to directly match the theoretical and ob-
served waveforms. The best-fitting waveform was selected
under theL1 norm criterion ~i.e., the sum of the absolute
value of the differences between the calculated and observed
waveforms over a fixed time window! by minimizing

Error5 (
t50

waveform

uPt
obs2Pt

calcu. ~9!

A least-squares criterion, theL2 norm, was avoided because
it heavily weights, and tries to reduce, the maximum misfit.
Since the source pulse in the calculations is an estimated one,
and not actually measured for each experiment, this approach
allows for errors in this estimated source pulse to be ignored
while accurately fitting the overall, low-frequency portion of
the measured waveforms. However, as will be shown below,
the waveform agreement turned out to be so close that the
choice of norm had no effect on the results, and tests done
using theL2 norm gave the same results.

Before discussing the actual results of this inversion
method, a simpler two-parameter inversion example is exam-
ined as an illustration. In the actual inversions, the pore
shape factor ratio parameter had a small effect on the wave-
form fits, so it was held constant for this example. Changes
in the effective flow resistivity and snow depth had a much
larger effect on the theoretical waveform shape. Figure 5
shows these effects by comparing the observed waveform
with calculated waveforms for a subset of values of the flow
resistivity and snow depth parameters. The best parameters,
s512.5 kN s m24 and d50.19 m, are easy to determine by
eye and give excellent waveform agreement.

Figure 6 shows the error surface calculated for this ex-
periment as the snow depth and effective flow resistivity
were varied in the theoretical calculations. Even over this
very large range of parameters, the surface is smooth and has
only a single minimum. The appearance of this surface is
very encouraging and unusual for an inverse problem, since
the single minimum shows that there is only one best solu-
tion, and the smoothness of the surface indicates that it will
be easy to find that solution, as apparently no local minima
exist that could confuse a search procedure.

To find the best waveform fit, a simplex iterative search
procedure53 was implemented, with three variables: the ef-
fective flow resistivitys, the snow depthd, and the pore
shape factor ratiosf . The waveform comparison was calcu-
lated for three initial triplets~with unrealistic starting param-
eter values!, and these values were then used to estimate the
gradient of the surface and select the next points to be tested.

FIG. 3. A simplified example of the frequency-domain inversion for the
acoustic waveform for experiment 6. The dashed line indicates the peak
frequency found by Fourier analysis of the measured waveform, about 42
Hz. The symbols indicate theoretical peak frequencies, open circles repre-
sent the FFT bin, and filled circles~connected by the solid line! the inter-
polated frequency value. Thex axis is the flow resistivitys used to calculate
the theoretical peak frequency. The snow depth is held at the measured
value of 0.28 m at the sensor, and pore shape factor ratiosf is fixed at a
value of 0.8. Only the effective flow resistivitys is allowed to vary.

FIG. 4. Comparison of the observed~solid lines! and calculated~dashed
lines! waveforms.~a! Measured pulse.~b!, ~c! Using the frequency domain
inversion procedure and the parameters determined from Fig. 3. The agree-
ment is very poor.~d! Using the time-domain inversion procedure shows
much better agreement.
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The algorithm moved smoothly and directly to the solution
in all cases; restarts with different initial values led to the
same final solution. The results of the inversions presented
below indicate that the smooth shape of the error surface
with a single minimum, as shown in Fig. 6, appears to be a
general property, as all of the data waveforms were inverted
without encountering any uniqueness or convergence prob-
lems. Because of the smoothness of the error surface, a less-
conservative convergence procedure would probably work
well and increase the search speed. Figure 4 shows the im-
provement in waveform matching obtained using the time-
domain search procedure instead of the frequency-domain
inversion.

IV. RESULTS

Figure 7 shows the measured and the theoretical wave-
forms for all of the experiments. The inversion procedure has
been able to automatically match waveforms of quite differ-
ent appearance, and the agreement is excellent in all cases.
Table III gives the snow parameters determined from the
acoustic waveform inversion, listed in order of increasing
pore shape factor ratio.

The acoustically determined snow depths agree well
with the directly measured values. In most cases the agree-
ment is within 0.02 m, which is less than the 0.05-m or
greater variation in snow layer thickness along the actual
propagation path caused by wind crusts and slight topo-
graphic variations. The worst error is 0.05 m, for the thickest
snow cover~experiment 5, 0.35 m!. In all but one case, the
full snow depth was determined. This is not a surprising
result considering the large acoustic wavelengths compared
to the snow layer thickness. In the exception, experiment 3,
the depth to a snow layer interface was determined. An ice
layer was not noted at that depth in the snow pit, as might be
expected, but a transition occurred from a fine-grained layer
above to a coarse-grained layer beneath. This situation has
been termed a ‘‘capillary barrier’’ to melt water flow through
a soil or snow cover.54,55Since the daytime high air tempera-
tures had risen to above 0 °C for a few days before this
experiment, some melting may have occurred. The melt wa-
ter would not have penetrated this interface because of the
difference in capillary forces, and a very thin ice crust may
have formed at this depth, which was overlooked in the snow
pit but affected the acoustic wave penetration.

Figure 8 shows the relationship between the half-period

FIG. 5. Visual comparison of the agreement between the observed~dashed
lines! and theoretical~solid lines! waveforms for experiment 4. The best fit
occurs when the snow depth is 0.19 m and the effective flow resistivity is
about 12.5 kN s m24, in agreement with the surface minimum shown in
Fig. 6.

FIG. 6. Comparison of the agreement between observed and theoretical
waveforms for experiment 4, using the norm given by Eq.~9!. The snow
depth and effective flow resistivity are varied in calculating the theoretical
waveforms. The best waveform agreement occurs at the minimum of this
smooth surface, and the goal of the inversion procedure is to find that mini-
mum.

FIG. 7. Comparison of observed~solid lines! and acoustically determined
theoretical waveforms~dashed lines! at a propagation distance of 60 m for
all of the experiments. The agreement is excellent in all cases. Table II lists
the snow parameters found using the waveform inversion procedure.
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of the pressure waveform, defined as the time interval be-
tween the peak positive and negative pressures, and the snow
depth. This plot shows a strong relationship between the
waveform elongation and the snow depth.

The effective flow resistivity values in Table III range
from 11 to 29 kN s m24, except for two late-season cases of
discontinuous and very variable snow covers, where values
of 58 and 137 were determined. For the grass-covered site in
the summer, a value of 345 kN s m24 was determined. These
values agree with previous outdoor measurements on snow
and soil.1,3,29–31,56–58The values also agree with Attenbor-
ough and Buser’s directly measured values32,33 of 5 to 17
kN s m24 for alpine snow.

The results listed in Table III for the pore shape factor
ratio sf are of interest, since the values seemed to cluster into
two groups, one near 1.0 and the other near 0.8. The value

for the only measurement over newly fallen snow was vastly
different at 1.4. This parameter is defined as

sf
25

8hq2

Vsr n
2 , ~10!

whereh is the dynamic viscosity of air,q2 is the tortuosity,
V is the porosity,s is the effective flow resistivity, andr h is
the hydraulic radius, defined as twice the area divided by the
circumference of the pore cross-sectional shape.

The pore shape factor ratio was clearly secondary in
importance, compared to the effective flow resistivity and
snow depth, in determining the waveform fits. These two
parameters caused very large changes in the waveform shape
as they were varied, as can be seen from Fig. 5. The pore
shape factor ratio did seem to influence the waveform shapes
independently of the other parameters, causing the relative
amplitudes of the peaks and troughs to vary, while leaving
the overall shape and elongation unchanged. The clustering
of the determined values indicates that this parameter may
contain information about the pore structure and not just be a
free parameter varied randomly to improve the waveform
fits.

In all but one experiment, the presence or absence of
liquid water in the snow corresponded with the two values of
1.0 and 0.8~Table III!. For the single exception, experiment
6, a closer examination of the field notes and meteorological
data~including snow temperature! showed that the snow was
wet when the snow pit observations were made, but still cold
and dry when the acoustic measurements were done earlier
that morning. The presence of liquid water within the snow
pack, which tends to gather in the smallest pore necks be-
cause of surface tension, could be a physical change respon-
sible for the observed changes in this parameter. The snow
pores have complicated shapes and a wide distribution of
sizes. Filling the smallest pores with liquid water would re-
move them from the acoustic interactions, which occur only

TABLE III. Snow parameters from waveform inversion.

Experiment
number

Effective
flow

resistivity s,
kN s m24

Acoustic
snow depth,

cm

Measured
snow depth,

cm

Pore shape
factor ratio,

sf Wet snow?

6 12 30 28 0.75 Ya

7 24 17 14 0.79 N
4 12 19 19 0.80 N
5 11 30 35 0.81 N
1 27 16 18 0.84 N

2 26 14 17 0.93 Y
3 14 9b 14 0.97 Y

12 137 3 1–9 0.98 Y
10 11 21 20 0.99 Y
11 58 5 4–10 1.02 Y

9c 29 5 6 1.39 N

8d 345 ¯ ¯ 1.00 N

aThe snow was wet when the snow pit observations were made, but dry when the acoustic measurements were
done earlier that morning.

bDepth to a snow layer interface.
cNewly fallen snow.
dGrass and weed covered ground; no snow present.

FIG. 8. Half-period of the acoustic waveform vs measured snow depth.
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in air-filled pores, perhaps causing the measured change in
the pore shape factor ratio parameter. For the newly fallen
snow ~experiment 9!, the pore structure is expected to be
quite different because of the much-flatter grain shapes.

Although originally derived as an index of cross-
sectional shape, for uniform pores, later work51,59,60 has
shown that the pore shape factor ratiosf should approach a
value of 1 at low frequencies. In addition, comparison with
measured data has shown thatsf varies with frequency.
Models of acoustic wave propagation in porous materials
that explicitly include the effect of pore-size distribution61–63

have shown that the range of pore sizes present in a material
can have measurable effects on the propagation. For these
measurements on snow, the determined values of the pore
shape factor ratio may be indirectly indicating differences,
not in the pore shapes, but in the pore-size distribution. Con-
firming this hypothesis is left for future work.

Figure 8 shows that the wave elongation is proportional
to the snow depth. Are there any other connections between
waveform appearance and snow-cover properties? The wave-
forms for the measurements where the surface layer of the
snow was grain type 6a~experiments 2, 5, 6, and 10! are all
similar, with a sharp initial pulse followed by a low-
frequency surface wave. Also, when the snow surface layer
was grain type 6b~experiments 3, 7, 11, and 12!, the initial
part of the pulse was much more rounded. However, mea-
surements over surface snow of type 2 grains~experiments 1,
4, and 9! have both types of waveforms. Snow-cover depth
does consistently divide this set of waveforms into the sharp
initial front ~experiments 1, 2, 4, 5, 6, and 10! and rounded
initial front ~3, 7, 9, 11, and 12! classes, depending on
whether the snow depth was greater or less than 0.15 m,
respectively.

However, the reader is cautioned that these observations
are extremely tentative, and must be confirmed by additional
observations. In the author’s opinion, a much more likely
explaination is that atmospheric conditions may control the
initial appearance of the waveforms. A slight headwind or
upward-refracting temperature gradient would tend to bend
the direct ray upwards, reducing its amplitude relative to the
surface wave propagating along the surface, while a down-
wind or downward-refracting condition would tend to en-
hance this wave.

A subsequent measurement in Alaska64 showed a dra-
matic example of this atmospheric effect. Figure 9 shows
five waveforms recorded at a range of 202 m over a 3-min
interval. The sun had set shortly before the measurements
were made, and a strong temperature inversion was rapidly
forming. The cooling caused a large amplitude refracted ar-
rival to appear during the course of the measurements,
‘‘sharpening’’ the initial part of the waveform, while the
surface wave pulse remained unchanged. The snow-cover
properties did not change during the short time period of
these measurements and cannot have been responsible for the
observed waveform changes.

V. CONCLUDING REMARKS

In this paper, the results of 11 separate measurements of
the effects of New England seasonal snow cover on acoustic

pulse propagation in the atmosphere have been presented.
The measurements show that, when a snow cover is present,
the acoustic waveform shape, peak sound-pressure levels,
and sound attenuation rates are very different from those
measured under summer conditions. An automatic waveform
inversion method was successfully implemented and was
able to determine unique snow parameters that gave excel-
lent agreement between the measured and calculated acoustic
waveforms. The effective flow resistivities determined using
this automatic inversion method agree with previous acoustic
measurements on snow. The acoustically determined snow
depths agreed with the directly measured depths, except for a
single case where the depth to a snow layer interface was
found. Also, except for a single measurement over newly
fallen snow, the pore shape factor ratios determined by the
inversion procedure clustered into two groups that may indi-
cate the presence or absence of liquid water within the snow-
pack. Additional measurements will be made over snow and
other winter ground conditions to continue this investigation
of environmentally induced variations in acoustic propaga-
tion.

In the future, the theoretical approach will be improved
in three ways. First, the inversion method will be expanded
to include layers within the snow, rather than treating it as a
single layer. This modification may allow the snow cover
stratigraphy to be determined acoustically. However, the

FIG. 9. Blank pistol shot waveforms recorded at a distance of 202 m. These
measurements were done over a 3-min period~from bottom to top! in
Alaska during the development of an atmospheric inversion layer shortly
after sunset. An arrival that is refracted through the air above the snow cover
appears and becomes stronger with time as the air cools.~Modified from
Ref. 64.!
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unique solution found for a single layer may disappear when
multiple layers are included. The second improvement will
be to implement a jumping approach65 to select the next
parameters in the inversion search. Because the error surface
is smooth, this approach should significantly speed up the
calculations needed to match the waveforms. Finally, incor-
porating rigid porous ground impedance models that explic-
itly include the pore-size distribution as a parameter may
offer an improved understanding of the results and additional
knowledge of the properties of the snow cover.

Since the effective flow resistivity is proportional to the
dynamic viscosity of air divided by the snow permeability,
this acoustic waveform inversion method may lead to a use-
ful method of determining snow permeability, a parameter
that is currently difficult to measure but of great importance
in snow science. Acoustic measurements also have the ad-
vantage of determining a spatially averaged permeability
value at a scale selectable by the propagation path. This ca-
pability is an improvement over current laboratory and field
measurements, which are limited to point samples and small
sample sizes. Scales could be selected on the basis of the
geophysical parameter of interest, and measurements along
different directions could be used to investigate, for example,
the influence of sastrugi~large surface wind crusts! on snow
or firn ventilation for ice core studies. Direct comparison of
acoustically determined and conventionally measured66,67

snow permeabilities are planned in the near future.
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Perturbation theory applied to sound propagation in flowing
media confined by a cylindrical waveguide
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First-order perturbation theory is employed to examine sound propagation in flowing media
confined by a cylindrical waveguide. The use of perturbation theory allows examination of mode
phase-speed changes due to any radially dependent floww(r ) as long as the flow magnitude is
sufficiently small. The condition to be fulfilled is satisfied in the flow range: 0 – 0.3 m/s for the
specific values of cylinder radius, ultrasound frequency, and sound speed analyzed in the present
work @in the general case, however, the condition in Eq.~1! of the present work must be fulfilled#.
This freedom of choice, i.e., the possibility to handle any radial flow profile, is used to analyze two
flow profile cases:~1! wherew(r ) is a linear combination of a laminar flow profile and a flat profile
corresponding to turbulent flow, and~2! wherew(r ) is a linear combination of a laminar flow profile
and a more realistic logarithmic-dependent turbulent flow profile. In both cases, it is shown that
large errors may result in ultrasound flow measurements if several modes are excited by the
transmitting transducer, and that a logarithmic flow profile in the turbulent regime leads to
somewhat larger measurement errors at high flow values as compared to assuming a simple flat
profile in the turbulent regime. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1331676#

PACS numbers: 43.28.Py@LCS#

I. INTRODUCTION

In ultrasonic flow metering based on reciprocal ultra-
sound systems, measurements are usually carried out by per-
forming two-signal exchanges, one where an ultrasound
pulse travels upstream with respect to flow, and the other
corresponds to the reverse case where an ultrasound pulse
travels downstream with respect to flow.1 Such a sequential
measurement allows determination of the mean flow without
any prerequired knowledge of the transmission medium, if
the fundamental acoustic mode is the only mode excited in
the cylindrical waveguide confining the sound~and flow!
between the two transducers. This was suggested by
Lechner2–4 ~although his conclusions on mode phase speed
changes with flow are wrong! and the present author.5 Both
analyses are based on the original work by Sodhaet al. on a
flow w(r ) that can be described by the radial dependence:
w(r )5w0@12(12t) (r 2/R2)#, wheret is the so-called pro-
file parameter.6 However, as will be shown in the present
work, first-order perturbation theory allowsany dependence
w5w(r ) to be analyzed in terms of mode phase-speed
changes with flow. Common to the present method based on
perturbation theory as well as Sodhaet al.’s method is that
the flow must be sufficiently small so that the condition

S vR

c08
D 2

w̄

c08
!1, ~1!

is fulfilled, wherev, R, c08 , and w̄ denote the angular fre-
quency, cylinder radius, medium sound speed, and mean
flow, respectively. The freedom to examine any radially de-
pendent floww(r ) by perturbation theory is next used to

compare two flow cases:~1! where the flow profile is a linear
combination of a laminar profile and a flat profile describing
fully developed turbulence, and~2! where the flow profile is
a linear combination of a laminar flow profile and a more
realistic logarithmic profile describing fully developed
turbulence.7 Consequences for accurate ultrasonic flow mea-
surements are discussed for both flow cases.

II. PERTURBATION THEORY APPLIED TO SOUND
PROPAGATION IN CYLINDRICAL WAVEGUIDES

In a quiescent medium~liquid!, the time-dependent
wave equation for sound propagation can be written as

]2F

]t2
2c08

2
“

2~F!50, ~2!

whereF is the scalar potential field. In the case of continu-
ous operation,F(t)}exp(ivt) and Eq.~2! simplifies to

“

2F1
v2

c08
2
F50, ~3!

with the general solution using the separation-of-variables
method8

F~r ,u,z;t !5(
m,n

dmnCmn~r !hm~u!Zn~z!exp~ ivt !, ~4!

where

d2Zn

dz2
5~kn

22k0
2!Zn52bn

2Zn , ~5!

1

r

d

dr S r
dCmn

dr D1S kn
22

m2

r 2 D Cmn50, ~6!
a!Electronic mail: mwillatzen@danfoss.dk
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d2hm

du2
52m2hm . ~7!

In Eq. ~5!, the wave numberk05v/c08 has been introduced.
The constantsdmn , kn ~at this point unspecified! are deter-
mined by the inlet flow conditions and the boundary condi-
tions at the cylinder wall, respectively. The second expres-
sion in Eq.~5! serves to definebn , i.e., bn5Ak0

22kn
2. The

functions Cmn(r ), hm(u), and Zn(z) represent the~func-
tional! dependencies ofF(r ,u,z;t) on r, u, and z, respec-
tively.

If axisymmetric solutions are sought,F must be inde-
pendent ofu, i.e., m50, andhm51 can be chosen. Then,
Eq. ~6! reduces to

1

r

d

dr S r
dCn

dr D1kn
2Cn50, ~8!

with the well-known solution

Cn~r !5J0~knr !, ~9!

whereJ0 is Bessel’s zeroth-order function.
Furthermore, if the cylinder wall is assumed rigid, the

velocity vanishes atr 5R, whereR is the cylinder radius,
equivalent to

vur 5R5“Cnur 5R50, ~10!

such thatkn5 j 1n /R, and j 1n are the discrete set of zero
points of Bessel’s first-order functionJ1. The most general
solution to Eq.~2! now becomes

F~r ,u,z;t !5(
n

dnJ0S j 1n

R
r Dexp~ i ~vt1bnz!!, ~11!

where

bn5Av2/c08
22 j 1n

2 /R2. ~12!

The constantsdn are fixed by the boundary conditions at the
cylinder inlet face.

III. WAVE EQUATION UNDER FLOW

Consider the medium to be homogeneous in terms of the
density and in equilibrium but allow for a radially dependent
sound speedc(r ) due to an underlying axial flow. Equation
~3! is then modified to~see Ref. 9!

“

2F1
v2

c~r !2
F50, ~13!

where

c~r !5c081w~r !, ~14!

and w(r ) is the fluid velocity assumed independent of azi-
muthal angle as well as the axial coordinatez.

Under typical conditions,

w~r !!c08 , ~15!

and the equation replacing Eq.~8! becomes

1

r

d

dr S r
dCn8

dr D 1F k0
2S 12

2w~r !

c08
D 2bn8

2GCn850, ~16!

where Cn8 and bn8 denote the corresponding solutions and
eigenvalues to Eq.~16! subject to the rigid wall boundary
condition:vur 5R5“Cn8ur 5R50. Note that primed variables
correspond to the perturbed case~with flow!, whereas
unprimed variables correspond to the unperturbed case
~without flow!. The other equation describing the axial part
of the total solution:Zn is left unchanged as compared to the
case without a medium flow except thatbn must be replaced
by bn8 in Eq. ~5!.

The differential equation~16! cannot be solved analyti-
cally in the general case wherew(r ) is an arbitrary function
of r. It is, however, possible to find expressions by use of
first-order perturbation theory that linkbn8 to bn andCn8(r )
to Cn(r ) as a function ofw(r ) if the term proportional to
w(r ) in Eq. ~16! is small enough. What ‘‘small enough’’
means becomes clear in the discussion that follows.

The analysis starts out by defining the differential opera-
tor L by

L5
1

r

d

dr S r
d

dr D1k0
2 . ~17!

Equation~3! can now be rewritten as

LCn5bn
2Cn , ~18!

and in order to satisfy orthonormality

E
0

R

Ck~r !Cn~r !r dr 5dkn . ~19!

Cn must be specified as

Cn~r !5
A2

J0~ j 1n!R
J0~knr !. ~20!

A differential operatorL8 is also introduced

L85L~r !1W~r !5L1W, ~21!

where

W~r !522k0
2 w~r !

c08
. ~22!

Note thatW is the operator term due to theflow perturbation.
This term must be added to the original operatorL in the
differential equation for the radial part of the potential scalar
field @Eq. ~18!# in the presence of a background flow.

In terms ofL8, Eq. ~16! reads

L8Cn85bn8
2Cn8 . ~23!

Since w(r )!c08 , the appearance of a superimposed flow
only slightly modifies the sound propagation problem,
equivalent to stating that

W!L. ~24!

The new wave functionsCn8 can therefore be written as

Cn85(
p

cpCp , ~25!
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wherecp!cn , if pÞn. In Eq. ~25!, p runs over all mode
indices (p51,2,3,. . . ) andcp (pÞn) is different from zero
only if the perturbation due to flow results in new wave
functions ~i.e., new modes! being a mixture of the original
wave functions~original modes! corresponding to zero flow.
Substituting this expansion in Eq.~23!, we obtain

L8Cn85bn8
2(

p
cpCp5(

p
cp~bp

21W!Cp

'(
p

~cpbp
2Cp!1WCn , ~26!

sincecpW (pÞn) is small to second order and can be ne-
glected. Also,cnW'W up to second order. Multiplying by
Ck (k is any of the mode indices: 1,2,3,. . . ) andintegrating
over r yields

ck~bn8
22bk

2!5Wkn , ~27!

where

Wkn5E
0

R

Ck~r !W~r !Cn~r !r dr . ~28!

The change inbn caused by the underlying flow therefore
reads

Dbn
25bn8

22bn
25Wnn , ~29!

again neglecting second-order terms. Furthermore, an ex-
pression forck can now be given

ck5
Wkn

bn
22bk

2
, ~30!

if kÞn. The coefficientcn still remains arbitrary, but can be
found from the requirement thatCn8 must be normalized up
to and including terms of first order inW. Since

UCn1( 8
k

Wkn

bn
22bk

2
CkU2

~31!

differs from unity by a quantity of the second order of small-
ness, we must havecn51, and

Cn85Cn1( 8
k

Wkn

bn
22bk

2
Ck . ~32!

Note that the prime ((k8) means that the term withk5n is
omitted from the sum. Another point should be mentioned:
The condition thatck(kÞn) must be small for the approxi-
mations above to hold is equivalent to@from Eq. ~30!#

uWknu!ubn
22bk

2u, kÞn. ~33!

Whenever Eq.~33! is fulfilled, first-order perturbation
theory can be used. In the following section, sound propaga-
tion in flowing media confined by a cylindrical waveguide
will be examined in two cases of flow profiles using pertur-
bation theory as described above.

IV. PHASE-SPEED CHANGES WITH FLOW IN CASES
WHERE THE FLOW PROFILE CAN BE
DESCRIBED AS A MIXTURE OF LAMINAR AND
TURBULENT FLOW PROFILES

In this section, perturbation theory will be used to ex-
amine the influence of laminar, mixed, and turbulent flow
profiles for the various mode phase speeds. Particular atten-
tion is given to the effect of a more realistic logarithmic flow
profile describing fully developed turbulence as compared to
the assumption of a simple flat profile on mode phase-speed
changes with flow.

Phase-speed changes with flow due to a combination of
a simple flat profile in the turbulent regime and a laminar
~parabolic! flow profile is described elsewhere by solving the
wave equation directly in cases where Eq.~1! is satisfied.
The analysis carried out in Refs. 2–6 isrestricted to flow
profiles that correspond to a linear combination of a flat pro-
file and a parabolic profile, whereas perturbation theory, as
described in the present work, can be applied toany flow
profile w(r ). This freedom allows us to compare phase-
speed changes with flow in the two cases where the flow
profile can be written as

w1~r !5aw~r ! lam1~12a!w~r ! turb
fp , ~34!

corresponding to the case studied in Refs. 2–6 and

w2~r !5aw~r ! lam1~12a!w~r ! turb
log , ~35!

where

w~r ! lam52w̄S 12
r 2

R2D , ~36!

w~r ! turb
fp 5w̄, ~37!

w~r ! turb
log 5w̄S 11

2.65211.768 ln~12r /R!

3.4821.74 ln~41.7Re20.9!
D , ~38!

and

a~Re!5
1

11~Re/Re0!n
, ~39!

Re52
rw̄R

m
. ~40!

Note that the difference between the flow profilesw1(r ) and
w2(r ) is that the former~latter! describes a flat~logarithmic!
profile in the strongly turbulent region. At low Re values,
corresponding to laminar flow, both flow profiles are para-
bolic. In the expressions above,r, m, andw̄ are the medium
mass density, medium viscosity, and mean flow, respec-
tively. In this example, Re052000 andn54 are chosen cor-
responding to a relatively sharp transition region located
around Re052000, but again any dependencea5a(Re) can
be chosen. The logarithmic flow profiles given by Eqs.~35!
and ~38! are due to Nikuradse.7 Although the logarithmic
profile dependence does not hold very close to and at the
cylinder wall where a laminar boundary layer exists@and,
actually ln(12r/R)→2` as r→R], it is possible to assume
in the calculations thatw(r ) follows the ln(12r/R) depen-
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dence very close to, and at,r 5R. This is so, since the inte-
gral in Eq.~28! is well-defined in spite of the divergence of
w(r ) at r 5R, and is a reasonable assumption if the laminar
boundary layer can be neglected. This will, nevertheless, be
assumed in the following.

In Fig. 1, the profilesw(r ) lam, w(r ) turb
fp , andw(r ) turb

log are
shown.

The phase-speed changes with flow can now be found
by insertion of Eqs.~34! and~35!, respectively, into Eq.~28!,
i.e., by evaluating the integrals

Wn
i 5E

0

R

Cn~r !Wi~r !Cn~r !r dr , ~41!

where

Wi~r !522k0
2 wi~r !

c08
, ~42!

and i 51,2. The functionsCn(r ) are defined in Eq.~20!.
Having determinedWn

i , the phase speedscpn
i can easily

be found

cpn
i ~r !5

v

Av2

c08
2

2
j 1n
2

R2
1Wn

i

. ~43!

In Fig. 2, calculated data forcpn
1 for the first five modes

(n51 – 5) are shown as a function of the mean floww̄ for a
mean flow varying between 0 and 0.3 m/s. The following
parameter values are used in the calculations:c0851500 m/s,
v52p•106 rad/s,R50.0055 m, which are typical values for
a 0.6–1.5 m3/h flow meter used in district heating systems
~water as medium!. Numerical calculations confirmed that
the condition in Eq.~33! is fulfilled in the flow interval 0–
0.3 m/s. Also, inserting the parameter values above and a
mean flow of 0.3 m/s into Eq.~35! shows that the flow speed

becomes approximately 1%~in absolute value! of the sound
speed atr 50.9999R, i.e., perturbation theory holds well in
the range 0<r<0.9999R where the flow speed is less than
1% of the sound speed. In a real flow situation, however, the
fluid velocity must be zero at the cylinder wall as the fluid
sticks to the wall. It must therefore be checked that differ-
ences inWn

i are negligible for the two cases:~a! w(r ) is
given by Eqs.~35! and~38! in the range 0<r ,0.9999R and
w(r )50 for 0.9999R<r<R; ~b! w(r ) is given by Eqs.~35!
and ~38! in the whole range 0<r<R. A simple analytical
calculation shows that this difference is approximately
0.01% for all five modes analyzed in the worst case where
mean flow equals 0.3 m/s. Consequently, the present analysis
is accurate to within at least 0.01% if flow is given by Eq.
~35! being sufficient for a perturbative analysis.

It is evident that the phase speed of the fundamental
mode satisfies

cp1
1 5c081w̄, ~44!

i.e., phase-speed changes with flow equal the mean flow for
the fundamental mode ifw(r )5w1(r ). Generally speaking,
asJ0(( j 11/R) r )51, phase-speed changes with flow for the
fundamental mode depend on mean flow only while being
independent of the flow profile. It also follows that mode
phase-speed changes with flow for all other modesdepend
on the flow profile, i.e., depend on the value ofa. Further-
more, mode phase-speed changes with flow are generally
higher than the mean flow ifn>2. It should be pointed out
that the calculated phase speeds agree to within numerical
accuracy with the values found by direct solution of the dif-
ferential equation given in Eq.~16! as described in Refs. 5
and 6 In particular, the present results using perturbation
theory show that mode phase speeds change sign as the flow
direction is reversed in agreement with the conclusions in

FIG. 1. Contour curves illustrating the parabolic profile for a laminar flow
situation~dashed!, a simple flat profile assumed for fully developed turbu-
lent flows ~dashed-dotted!, and a more realistic logarithmic-dependent flow
profile describing fully developed turbulence~solid!.

FIG. 2. Calculated phase speeds for the first five modes as a function of the
mean flow corresponding to a flow profile which is a linear combination of
a parabolic laminar profile and a simple flat profile describing fully devel-
oped turbulence. Phase speeds as a function of mean flow for mode 2, mode
3, mode 4, and mode 5 correspond to the rectangle-solid, diamond-solid,
circle-solid, and triangle-solid curves, respectively. Parameter values used in
the calculations are:c0851500 m/s,v52p•106 rad/s,R50.0055 m.
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Ref. 5, and therefore in disagreement with the claims made
in Refs. 2–4.

In Fig. 3, mode phase-speed changes with flow are de-
picted in the case where the turbulent part of the flow profile
is a logarithmic function of the radial coordinate, i.e.,w(r )
5w2(r ). As already mentioned, the fundamental mode
phase speed changes by an amount equal to the mean flow
independent of the flow profile. All other modes are charac-
terized by phase speeds that depend on the profile~or a) and
phase-speed changes with flow are generally larger than the
mean flow ifw(r )5w2(r ) similar to the conclusions found
when w(r )5w1(r ). Notice, however, that phase-speed
changes with flow deviate stronger from the mean flow value
in the turbulent regime if the flow profile follows a logarith-
mic dependence as compared to the case with a flat profile.

In the remaining part of the paper, consequences due to
differences in flow profiles for flow measurement based on
phase-speed changes shall be addressed. Traditionally, flow
measurements are based on changes in phase speed between
two successive measurements, one where sound is propa-
gated along the flow direction and the other then corresponds
to the case where sound propagates against the flow direc-
tion. As a result of the flow-profile-dependent phase-speed
change for any mode except from the fundamental mode,
flow measurements inevitably suffer from measurement er-
rors if the transmitting transducer excites any of the higher-
order modes. This is so because flow measurements ideally
must be independent of the flow profile, i.e., dependent on
the mean flow only.

Let us define the phase-speed differenceDfn between
an upstream and a downstream sound propagation situation,
in which thenth mode is the only mode excited, as

Dfn5vbaS 1

cpn
2

2
1

cpn
1 D , ~45!

whereba denotes the distance between the two transducers

~the two transducer axes are assumed aligned with the cylin-
der axis!, andcpn

2 andcpn
1 are the phase speeds correspond-

ing to an upstream sound propagation situation and a down-
stream sound propagation situation, respectively. The transit
time difference Dtn between the two successive sound
propagation situations then becomes

Dtn5
Dfn

v
, ~46!

and the so-called deviation of measurementEn
i can be writ-

ten as

En
i 5

Dtn22baw̄/c2

2baw̄/c2
, ~47!

where 2baw̄/c2 is the transit time difference of the funda-
mental mode andi 51 ~i52! if w(r )5w1(r ) (w(r )
5w2(r )). This definition implies, of course, that a trans-
ducer exciting the fundamental mode only in the cylindrical
waveguide leads to error-free measurements, and, in particu-
lar, independence of flow-profile variations.

In Fig. 4, the deviation of measurementEn
1 is shown for

the first five modes as a function of mean flow corresponding
to the case wherew(r )5w1(r ). The data presented in Fig. 4
are calculated using the data presented in Fig. 2 forcpn

1 and
the fact thatcpn

2 52cpn2cpn
1 , where cpn denotes thenth

mode phase speed in a quiescent medium. This linear rela-
tionship betweencpn

1 andcpn
2 holds true as long as first-order

perturbation theory can be applied. It is evident thatEn
1 can

be quite large in the near-laminar regime. As the flow ap-
proaches values for which fully developed flat-profile turbu-
lence exists,En

1 becomes smaller. These results clarify as
well that large errors may be induced whenever several mode
components are excited by the transmitting transducer as the
various mode-phase speeds dependdifferentlyon flow.

In Fig. 5, the deviation of measurementEn
2 is depicted

for the case wherew(r )5w2(r ) based on the data values for

FIG. 3. Calculated phase speeds for the first five modes as a function of the
mean flow corresponding to a flow profile which is a linear combination of
a parabolic laminar profile and a more realistic logarithmic dependent flow
profile describing fully developed turbulence. All parameters and line cod-
ings are the same as for Fig. 2.

FIG. 4. Deviation of measurementEn
1 for the first five modes as a function

of the mean flow corresponding to a flow profile which is a linear combi-
nation of a parabolic laminar profile and a simple flat profile describing fully
developed turbulence. All parameters and line codings are the same as for
Fig. 2.
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cpn
1 shown in Fig. 3, and the fact thatcpn

2 52cpn2cpn
1 .

Again, large errors in the laminar and near-laminar flow re-
gime are found andEn

2 becomes smaller at higher flows.
However,En

2 is larger thanEn
1 for the higher-order modes in

the turbulent regime due to the logarithmic-dependent flow
profile as compared to a flat-profile turbulence.

V. CONCLUSIONS

First-order perturbation theory has been applied to the
sound propagation problem in flowing media confined by a
cylindrical waveguide. The use of perturbation theory allows
changes in mode phase speeds to be determined foranypos-
sible radial dependence of the floww(r ) as long asw(r ) is
sufficiently small. In practice, flow values ranging from 0 to
approximately 1 m/s can be treated by this method. The fact
that w(r ) may be any function ofr is exploited to examine
two cases of flow profiles:~1! wherew(r ) is a linear com-

bination of a laminar flow profile and a flat profile describing
fully developed turbulence, and~2! wherew(r ) is a linear
combination of a laminar flow profile and a more realistic
logarithmic-dependent profile describing fully developed tur-
bulence. In both cases, it is shown that only the fundamental
mode is characterized by a phase speed that depends on the
mean flow but not on the flow profile. This conclusion sug-
gests that for ultrasound flow meter applications, where the
mean flow must be determined, accurate flow measurement
requires that only the fundamental mode is excited by the
transmitting transducer. It is shown that the deviation of
measurement can be quite large in all flow regimes if higher-
order modes contribute to the sound field. It is also found
that at high flow values, where it is particularly important to
minimize relative measurement errors, the deviation of mea-
surement is somewhat larger for the case where a
logarithmic-dependent flow profile characterizes the turbu-
lent regime as compared to the case with a flat profile de-
scribing fully developed turbulence.
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Aeroacoustics of diffusers: An experimental study of typical
industrial diffusers at Reynolds numbers of O(105)
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Diffusers as used in gas transport systems have an optimal pressure recovery but are unstable due
to marginal flow separation. Coupling of diffuser flow oscillation with acoustic modes in a pipe has
been demonstrated in a recent work by Kwong and Dowling@J. Fluids Eng.116, 842 ~1994!# to
drive flow unsteadiness. Considered here in addition to the diffuser at a pipe termination is the
aeroacoustic response of a diffuser in a long pipe. In both cases reflection coefficient measurements
show that at moderate and low amplitudes of the acoustical particle velocity compared to the main
flow velocity, diffusers are aeroacoustic sources similar to the whistler nozzle and the horn. This
confirms the observations of Kwong and Dowling. At higher acoustical velocity amplitudes
diffusers become strong absorbers, which can be explained in terms of a quasistationary flow model.
Finally, an indication is provided for possible remedial measures when a stable flow is needed.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1329618#

PACS numbers: 43.28.Ra, 43.50.Nm@LCS#

I. INTRODUCTION

Typical gas-transport systems have been designed for
low-flow velocities (U0,20 m/s). There is a strong ten-
dency to increase this velocity in existing manifolds of com-
pressor stations, mixing stations, and measuring stations. Ve-
locities up to 80 m/s are allowed locally to increase the
capacity of existing facilities. Such changes might induce
strong self-sustained pulsations of the flow due to coupling
between vortex shedding and acoustical standing waves. In
earlier studies, closed side branches have been identified as
crucial elements forming both perfect reflectors at specific
frequencies and as sources of sound~Bruggeman,1

Kriesels,2,3 Ziada,4 Hofmans5!. The main source of sound is
due to the vortices shed from the upstream edge of the junc-
tion between the side branch and the main pipe. Quantitative
models have been obtained to describe the sound production.
These theories have led to the design of spoilers~sharp
edges! placed at the upstream edge of the junction between
the closed side branch and the main pipe.1 Reduction of the
pulsation levels by 60 dB were observed when strong pulsa-
tions occurred. Such strong pulsations correspond to acoustic
velocity amplitudesu8 of the order of the mean flow velocity
U0 . The corresponding pressure amplitudesp8 are of the
order of r0c0U0 with r0 the mean gas density andc0 the
speed of sound. Such strong pulsations are not common. In
most cases one observes pulsations with amplitudes of the
order of the dynamic pressure1

2r0U0
2. It is obvious that with

an increase inU0 by a factor of 4, moderate amplitude pul-
sations can become a major problem. Typical diffusers have
a ratio Sd /Su of the downstream and the upstream cross-
sectional areas of about 2 and are therefore not very effective
acoustical reflectors, in contrast with closed side branches.
However, optimal diffusers, i.e., in the regime of maximal
pressure recovery, show marginal flow separation and are
therefore rather unstable~Blevins6!. The work of Kwong and

Dowling7 has demonstrated that typical diffusers placed at
the end of a pipe can sustain significant pressure fluctuations.
In their experiments the sound source at the diffuser corre-
sponds to 5% fluctuation in dynamic pressure. Coupled to a
resonator with a quality factorQ of the order of 10, this
would result in amplitude fluctuations of the order of the
mean dynamic pressure12rU0

2. The study of Kwong and
Dowling is limited to the self-sustained oscillations observed
for a diffuser at an open pipe termination. This corresponds
in gas-transport systems to diffusers at the junction of a pipe
with a reservoir or with a pipe of a much larger cross section.
In gas-transport systems, diffusers are often placed signifi-
cantly upstream of such junctions. In this paper we investi-
gate the aeroacoustic response of two diffusers which are
typically used in gas-transport systems as shown in Fig. 1.
Both diffusers have an area ratioSd /Su525/9. The first has
an opening or diverging angleu528° and the second has
u514° ~Fig. 1!.

The reflection coefficient of three diffuser/pipe combina-
tions was measured. Comparison of these results with the
theoretical reflection coefficient for a diffuser/pipe combina-
tion without flow separation provides quantitative informa-
tion about the energy production or absorption at the dif-
fuser.

We investigate both the response of the diffuser to mod-
erate amplitudesu8/U05O(1022) and to high amplitudes
u8/U05O(1). The results present unexpected aspects re-
lated to the essential nonlinearity of the aeroacoustic behav-
ior. This effect will be discussed in terms of a quasistationary
model. Finally, we will propose a remedial measure.

II. EXPERIMENTAL METHOD

The experimental setup used is essentially the setup de-
scribed by Peters8 and Hofmans.5 The upstream main pipe
diameter isDu53.0013 cm with a wall roughness of the or-
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der of 0.1mm and a wall thickness of 5 mm. A siren placed
200 diameters upstream of the diffuser is used as a source of
sound. A fixed pulsation frequencyf 5289 Hz was used in
all experiments. This corresponds to a ratio of the pipe di-
ameter to the acoustical wavelength of 331022 which is
much lower than the cutoff frequency for higher-order
modes. The Strouhal numberSr5pDuf /U0 was varied by
changing the flow velocity. The amplitude of the pulsation
velocity u8 at the diffuser was determined by using a vari-
able bypass of the siren. The flow Mach number was varied
in the range 0,M,0.3 corresponding to Reynolds numbers
U0Du /n up to 23105. The flow velocityU0 upstream of the
diffuser was determined from volume flow measurements by
means of a turbine meter corrected for pressure and tempera-
ture changes. The accuracy in the velocity is of the order of
0.5%. Dry air was used~dewpoint240 °C!. The atmospheric
pressure was measured within an accuracy of 0.1% by means
of a mercury manometer. The flow temperature was calcu-
lated from wall temperature measurements with an accuracy
of 0.1 °C assuming an adiabatic wall turbulent recovery fac-
tor. The acoustic pressure was measured by means of piezo-
electrical microphones, placed randomly within 1 meter up-
stream of the diffuser. The microphone positions measured
from the diffuser were:x1520.1097 m, x2520.2135 m,
x3520.4107 m, x4520.5084 m, and x5520.6977 m.
These microphones~type PCB 116A! were coupled to
charge amplifiers~Kistler type 5007! with a bandwidth
0.1 Hz, f ,3 kHz. The positionsxi of the microphones were
measured within 0.2 mm. The signals were transferred to a
HP 3565S data acquisition system. FFT transform was car-
ried out with a frequency discretization ofD f <0.06 Hz and
a Hann window. This provided the transfer functionsHi j

5 p̂i / p̂ j between microphones at positionsxi and xj . Only
data with a coherence equal to 1 within the accuracy of the
measurement (1024) were used. The reflection coefficientR
just before the diffuserx50 was determined by using mi-
crophonej as reference and using the formulas

~eik2xj2H ji e
ik2xi !R5~H ji e

2 ik1xi2e2 ik1xj !, ~1!

wherek1 andk2 are the wave numbers calculated by means
of the formula

k65
1

16M S v

c0
2 ia0ZD , ~2!

whereM5U0 /c0 is the mean flow Mach number,a0 is the
damping coefficient (m21) without mean flow~Kirchhoff!,

and Z is the normalized wall impedance as measured by
Ronneberger9 and Peters.8 We used forZ a fit of Ronneberg-
er’s data proposed by Aure´gan.10 The set of four equations
~1! for the single unknownR was solved in the least-square
sense. The reference microphone and the number of micro-
phones used were determined by trial and error to achieve
the optimal least-square fit~typical standard deviations are of
the order of 0.008!. Typical reproducibility of the data inR is
better than 0.2%. The absolute accuracy inR was confirmed
by measurements on closed pipes of different lengths and is
about 0.2%. The pipe downstream of the diffuser has a di-
ameter ofDd54.99 cm and a quality similar to the pipe up-
stream of the diffuser. Special care was taken to have a
sharp-edged open pipe termination allowing use of the ex-
perimental data of Peters8 and the theory of Cargill11,12 to
predict the reflection coefficientR at the open pipe termina-
tion. Three pipe segments of different lengths were used
downstream of the diffuser:

~i! (Ld)150.0237 m or (Ld)1 /Dd50.5;
~ii ! (Ld)250.7049 m or (Ld)2 /Dd514; and
~iii ! (Ld)351.2558 m or (Ld)3 /Dd529.

In the first configuration we are close to a pipe terminated by
a diffuser as in the work of Kwong and Dowling.7 The two
other pipe lengths have been chosen close to a half and to
one wavelength, respectively, so that the diffuser inlet is
close to a pressure node of the acoustic standing wave pat-
tern. In that case, since the sound production by vortices in
low subsonic flow is dominated by a dipole contribution,13

we expect an optimal interaction between vortex shedding at
the diffuser and the acoustic field.

III. THEORY

A. Prediction of the reflection coefficient

Rather than the pressure reflection coefficientR, we rep-
resent data for the reflection coefficientRB of the acoustic
‘‘enthalpy’’ as defined by Howe14 which is given by

RB5uRu
c02U0

c01U0
. ~3!

The square (RB)2 of this reflection coefficient corresponds to
an energy reflection coefficient. Strictly speaking, when en-
tropy variations occur, as we expect with flow separation, the
acoustical variableB85U0u81p8/r0 used here is not the
enthalpy fluctuation~Aurégan10!. We compare the measured
data with a theoretical value of (RB) th obtained by assuming
a frictionless quasi-one-dimensional flow in the diffuser. The
transfer matrix for acoustic waves across the diffuser is cal-
culated by means of the low Mach number approximation
(U0 /c0)2!1 proposed by Eashwaran and Munjal15 and by
means of a quasistationary approximation assuming an
abrupt pipe expansion at arbitrary Mach numbers~see the
Appendix!. The modulus of the reflection coefficientRout at
the open pipe termination is calculated from

uRuout5~11AM !S 12
1

2 S p f Dd

c0
D 2D , ~4!

FIG. 1. Diffuser geometry.
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where A is a fit of the theory of Cargill11,12 proposed by
Hofmans5

A~Srd!55
Srd

2

3
, 0<Srd,1

2Srd21

3
, 1<Srd,1.85

0.9, 1.85<Srd ,

~5!

with

Srd5
p f Dd

Ud
, ~6!

the Strouhal number for the wide pipe downstream of the
diffuser. The end correctionsd'0.3Dd measured by Peters8

were used to determine the phase of the reflection coefficient
at the pipe termination defined as

Rout5uRuoutexp~22ikd!. ~7!

B. Flow separation and vortex sound

Before continuing, we give some information about flow
separation in a diffuser. A discussion of various flow condi-
tions as a function of the diffuser angle and length is pro-
vided by Blevins.6 We provide here a qualitative discussion
of the phenomenon which should support some later argu-
ments.

We call flow separation the departure of particles of
fluid from the wall towards the interior of the flow field. In a
stationary flow, separation occurs when the wall streamline
shows a bifurcation at a point where the normal gradient of
the tangential velocity component]u/]y vanishes at the wall
@(]u/]y)wall50# ~Fig. 2!. In an unsteady flow, as in the case
of an acoustically perturbated flow, there is no simple crite-
rion for separation because the particle path depends on the
flow history. In this case, the criterium (]u/]y)wall50 is not
sufficient.

To begin a quantitative discussion, we consider a flow
with a high Reynolds numberO(105). In such a case, the
bulk of the flow is frictionless and flow separation is con-
trolled by the interaction between a narrow region at the wall
~in which friction is important! and the main flow. This vis-
cous region is the boundary layer.16 We consider first a flow
in an ideal diffuser without flow separation~Fig. 3!. In the
frictionless bulk of the flow~designated by the index̀ !,
there is an equilibrium between inertia and pressure forces

which is described along the pipe axis by thex component of
the momentum conservation equation~Euler!

rS ]u`

]t
1u`

]u`

]x D52
]p

]x
. ~8!

For an incompressible steady flow, this equation can be in-
tegrated to yield the equation of Bernoulli in the simplified
form

p1 1
2r0u`

2 5constant. ~9!

Complementing this equation with the corresponding one-
dimensional equation for mass conservation

r0Sù 5constant, ~10!

we see that when we travel through the diffuseru` decreases
becauseS increases. As a consequence of the decrease of
u` , the equation of Bernoulli indicates that the pressurep
increases. The fluid particle uses its kinetic energy1

2ru2 to
overcome the adverse pressure gradient]p/]x.0. We now
discuss the flow in the viscous boundary layers.

Boundary layers are so thin that the flow velocity is
dominated by the tangential component along the wall. This
implies that the momentum conservation law, written in the
direction normal to the wall, reduces to the condition of uni-
form pressure]p/]y50 in the boundary layer. Hence, the
mean flow imposes its pressure to the boundary layer and
also the adverse pressure gradient]p/]x.0.

At the wall, the velocityv vanishes due to viscosity. The
boundary layer provides a smooth transitionu(y) from the
main friction flow velocityu` towardsu(0)50 at the wall.
This implies that fluid particles at the wall do feel the ad-
verse pressure gradient but do not have any kinetic energy

( 1
2r0u2(0)50). It becomes difficult therefore to understand

why a fluid particle near the wall would flow in the main
flow direction. This occurs because of viscous drag of those
fluid particles by the particles in the main flow. This is of
course more efficient if there is an efficient mixing between
the fluid in the boundary layer and the main flow. Such a
mixing is found in turbulent boundary layers which are
therefore much more stable than laminar boundary layers.
Surface roughness therefore plays an important role in deter-
mining the performance of a diffuser. For a laminar bound-
ary layer of thicknessd, the characteristic time for diffusion
of momentum from the bulk towards particles near the wall
is d2/n, wheren is the kinematic viscosity of the fluid. When
the characteristic deformation timeu(1/u`)(]u` /]t)
1]u` /]xu21 becomes smaller thand2/n, the main flow is
not able to drag the fluid particles near the wall and back

FIG. 2. Flow separation at the wall of a diffuser.

FIG. 3. Flow in an ideal diffuser without flow separation.
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flow is initiated along the wall. Such a back flow and subse-
quent flow separation usually has a dramatic effect on the
volume flow through the diffuser. Hence, flow separation
affects the value ofu` . This will, in turn, affect the separa-
tion. This is a highly nonlinear phenomenon which cannot be
predicted without taking this interaction into account.

In the absence of an acoustical perturbation, very com-
plex phenomena are observed including a breakdown of the
symmetry of the flow.6 The acoustic field will make the situ-
ation more complex because the flow is essentially unsteady.
At low frequencies, however, when plane waves are domi-
nant, the perturbation may keep the symmetry of the separa-
tion phenomenon. In extreme cases@when u8/U05O(1)#,
we found that the acoustical perturbation alternatively com-
pletely suppresses separation when]u8/]t.0 while a full
separation occurs when]u8/]t,0. This alternates each half
oscillation period of the acoustical perturbation.

Following Blevins,6 diffusers with opening angles less
than 8° show no flow separation. In industry, angles of 14° or
even 28° are commonly used. In the first case~u514°!, we
expect only marginal flow separation and the position of the
flow separation point will be very sensitive to acoustical per-
turbations. In the second case~u528°!, a very significant
flow separation will occur and for low amplitudesu8/U0 the
separation point position will not be very sensitive to acous-
tical perturbations. In the extreme case of an abrupt sharp-
edged pipe expansion, the separation will remain at the sharp
edge independent of the acoustical perturbation amplitude.

Flow separation involves the formation of a shear layer
which is a transition between the main irrotational flow and
the back flow region near the wall. The shear layer contains
rotation (]u/]yÞ0). Such a layer is unstable and tends to
break down into discrete vortices. Modulation of the vortic-
ity induced by acoustical perturbations can trigger such an
instability. When the perturbations are very weak (u8/U0

!1), the instability grows exponentially with the distance
from the flow separation point, which corresponds to a linear
response to the acoustical perturbation.

At moderate perturbation amplitudes @u8/U0

5O(1021)#, the exponential growth is very soon followed
by a saturation corresponding to a breakdown of the shear
layer into discrete vortices. However, the strength of these
vortices will be almost independent of the acoustical ampli-
tude. Bruggeman1 calls this the moderate amplitude region.
In this region, we expect the effect of vortices to be de-
scribed by a dipole of pressure fluctuationDp across the
diffuser which scales as12r0U0

2. This fluctuation is triggered
by the acoustical flow, but has a magnitude which is inde-
pendent of the acoustical amplitude. At high amplitudes
@u8/U05O(1)#, the acoustic field strongly affects the
strength of shed vortices.

A more formal discussion of the sound generated by
vortices is provided by Howe.13 Using this theory, whistling
phenomena can be understood at least qualitatively. While
acoustical perturbation of the shear layer at the flow separa-
tion point involves sound absorption, the vortex formed can,
half a period later, generate more sound than has been ab-
sorbed initially. The average of the produced acoustical
power ^Pac& over one period of oscillation is given by the

formula of Howe13 for low Mach number flows

^Pac&52K r0E
V
~v3v!•uac8 dVL , ~11!

whereuac8 is the unsteady potential flow component of the
fluid flow velocity v, andv is the vorticity¹3v. The brack-
ets indicate a time averaging. When the integral is carried out
over a compact source region wherevÞ0, this formula
stresses the dipole character of the source which will not
produce acoustical energy ifuac8 50 ~at a pressure antinode!.
In the formula, the convection velocityv ~of the vorticity! is
of the order of magnitude of the mean flow velocityU0 and
is almost independent of the acoustical velocityuac8 if
u8/U0!1. At very low acoustic velocity amplitudes com-
pared to the mean flow velocity, the unsteady component of
v scales withuac8 so that ^Pac& scales with (uac8 )2. This
corresponds to a reflection coefficientuRBu independent of
the amplitude.

For larger amplitudes, we expect a decrease in the pro-
duced acoustical power due to saturation of the perturbation
of v to a limit value scaling withU0 as we discussed above
~moderate amplitudes!.

IV. RESULTS

A. Short pipes †„L d…1‡

We present in Figs. 4 and 5 the data measured for
u8/U05O(1022) for both diffusers, terminated by a short
pipe segment (Ld)1 . The wide diffuser~diverging angle
u528°, Fig. 4! shows spectacular oscillations ofRB with
maxima at critical Strouhal numbersSru5p f Du /Uu corre-
sponding to the values observed by Powell17 and Peters8 for
a horn. We clearly see maxima atSru51.60, 0.90, and 0.44
~M50.06, 0.09, and 0.19! corresponding to three hydrody-
namic modes of the diffuser. In particular, for the first two
hydrodynamic modesSru50.44 andSru50.90 the sound
production is obvious becauseRB exceeds unity. The inten-
sity I 2 of the reflected wave is larger than the intensityI 1 of
the incident wave. For other modes comparison with the

FIG. 4. Enthalpy reflection coeficientRB of the 28° diffuser as a function of
the mean flow Mach number.f 5289 Hz andu8/U0'0.1.3 measurements:
—— quasistationary compressible theory without flow separation;••• qua-
sistationary compressible theory with flow separation; - - - analytical low
Mach number theory.
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theory for an ideal diffuser~Eashwaran15! and quasisteady
model also clearly demonstrates sound production. For the
narrow diffuser~u514°! we observe a similar, but less spec-
tacular effect~Fig. 5!. Only two hydrodynamic modes can be
observed andRB remains smaller than unity. However, at
critical Strouhal numbers, the reflection coefficientRB devi-
ates more than 2% from the theory assuming a nonseparated
flow. For a diffuser with a diverging angleu514°, vortex
shedding is also a clear powerful source of sound. This
sound production at critical Strouhal numbers can be ex-
plained conveniently by the vortex sound theory of Howe14

@Eq. ~10!#. For whistler nozzles and horns, a discussion is
given by Hirschberg18 and Dupe`re and Dowling19 assuming
that:

~i! the separation point, where the vortices are formed, is
fixed; and

~ii ! the formation of a new vortex is triggered each time
the acoustical velocity passes through zero turning
from pipe inwards to pipe outwards.

The same criteria were used quite successfully for closed
side branches~Bruggeman1! and Helmholtz resonators
~Nelson,20,21 Hirschberg22! at moderate amplitudes. The ob-
served phenomenon can be understood by assuming a fixed
separation point.

Please note that the difference between theory and ex-
periments atM50, which we see in Fig. 4, is expected to be
due to acoustic resonances in the laboratory, as observed
already by Peters8 in his study of reflection at open pipe
terminations.

At low Mach number we observe that measured values
are significantly lower than theoretical prediction. This could
be due to relatively low Reynolds numbersO(104) for M
<0.05. At such low Reynolds numbers, diffuser perfor-
mance decreases with decreasing Reynolds number.6 The
difference between theory and experiments is of the order of
the difference between theory with and without flow separa-
tion. We therefore expect that there is permanent flow sepa-

ration at those low Mach numbers due to the low Reynolds
number effect. As a reference we give results of the quasi-
steady theory assuming flow separation at an abrupt pipe
expansion.23 We find a fair agreement between measure-
ments and this theory forM<0.02 ~Fig. 4 and Fig. 5!.

B. Long pipes †„L d…2 and „L d…3‡

While the diffuser behavior at an open pipe termination
observed by Kwong and Dowling7 is similar to our previous
experience, we would like to know whether a marginal flow
separation can induce sound production at a diffuser in a
long pipe. As we expect from the dipole character of vortex
sound sources, a condition for vortex sound production is a
large acoustic velocity. We therefore choose pipe lengthsLd

downstream of the diffuser which are close to integral mul-
tiples of half an acoustic wavelength~Ldf /c0'0.5 and 1!. As
shown in Fig. 6, we observe for a wide diffuser~u528°! at
both pipe lengths roughly the same oscillation inRB indicat-
ing some sound production foru8/U0<O(1021) indepen-
dently of the distance from the pipe termination. This is
therefore clearly a sound production localized at the diffuser.
We further found that the reflection coefficientRB is inde-
pendent of the amplitudeu8/U0 in the range 1022<u8/U0

<1021. At moderate amplitudesu8/U05O(1021) a signifi-
cant decrease of the oscillations inRB with increasing am-
plitude is observed~see Fig. 7!. This can be explained by a
saturation of the sound source due to discrete vortex forma-
tion which we discussed above. In other words, because the
oscillating total enthalpy defectDB across the diffuser is
amplitude independent, the acoustical energy dissipationDI
5(r0u81r8U0)DB is linear inu8, while the intensityI 1 of
incident waves scales withu82 so that

12RB
25

DI

I 1 ;
U0

u8
. ~12!

As observed by Kriesels3 at higher pulsation amplitudes
u8/U05O(1), thesimple model mentioned in the previous
paragraph fails for closed side branches. The vortex forma-
tion shifts in phase relative to the acoustic oscillation. In the
case of a marginal flow separation we expect that at high

FIG. 5. Enthalpy reflection coefficientRB of the 14° diffuser as a function
of the mean flow Mach number.f 5289 Hz andu8/U0'0.1. 3 measure-
ments: —— quasistationary compressible theory without flow separation;
••• quasistationary compressible theory with flow separation; - - - analytical
low Mach number theory~Ref. 15!.

FIG. 6. Enthalpy reflection coefficientuRBu of the 28° diffuser with two
different pipe lengths placed behind andu8/U0'0.1: s (Ld)2 ; —— (Ld)3 .
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acoustic amplitudesu8/U05O(1) the positive acoustic pres-
sure gradient upon acoustic acceleration can even suppress
flow separation while flow separation certainly becomes dra-
matic in the acoustic deceleration phase. This can induce a
phase shift ofp/2 of the initialization of vortex shedding and
limits the vortex shedding to about half the oscillation pe-
riod. Indeed, we do observe in Fig. 7 a dramatic change in
the behavior ofRB for amplitudesu8/U05O(1). In thelimit
of separated flow during the entire oscillation period, we can
calculateRB by using the quasisteady theory proposed by
Ronneberger23 ~see the Appendix!. We indicate the results of
this theory in Fig. 7 by the dotted line. This strong absorption
at high amplitudes is quite different from the behavior of a
horn as observed by Hofmans:5 in the case of the horn, the
whistling phenomenon persists at high amplitudes.

In order to support the conclusions of this section, we
show in Fig. 8 measurements obtained with a sharp-edged
sudden pipe expansion~u5180°!. We see that up to Strouhal
numbers of the order of unity corresponding to the very low
Mach numbers (M50.02), the quasistationary theory pre-

dicts the observed behavior and that there are no oscillations
of uRBu. Hence, the interaction of vortices generated at the
expansion with the open pipe termination is indeed negli-
gible.

V. CONCLUSIONS AND PROPOSED REMEDIAL
MEASURES

Comparison of our experimental data for the enthalpy
reflection coefficientRB with the theory for an ideal diffuser
clearly demonstrates that at low and moderate pulsation am-
plitudesu8/U0<0.1 a diffuser is a source of sound at critical
Strouhal numbers. A diffuser withSd /Su525/9 and diverg-
ing angleu>14° placed close to an open pipe end is a very
powerful sound source which can drive pulsations of moder-

ate amplitudesp85O( 1
2rU0

2). A diffuser withu>14° placed
in a long pipe is a much weaker sound source but can induce
some flow instabilities by coupling of vortex shedding with
acoustical resonances. At high pulsation amplitudes@u8/U0

5O(1)# a diffuser becomes a sound absorber. In the case of
moderate and low pulsation amplitudes, the behavior of the
diffuser seems to be explained by a flow separation at a fixed
point. Because the initial sound absorption associated with
the vortex shedding is very weak, there is a net sound pro-
duction ~see Hirschberg18!. Due to saturation of the aeroa-
coustic source at moderate amplitudesu8/U05O(1021), the
acoustical energy production or loss scales withu8/U0 while
a fixed value of the enthalpy reflection coefficient would
correspond with a (u8/U0)2 dependence, as explained in our
discussion of vortex sound theory based on Eq.~11!. This
implies a decrease of the effect of the aeroacoustic source on
RB with increasingu8/U0 at moderate amplitudes. At lower
amplitudes 1022<u8/U0<1021 the reflection coefficientRB

is independent of the amplitude.
The flow separation point can further be fixed by using a

cutoff of the divergent part of the diffuser using an abrupt
pipe widening at the end of the diffuser~see Fig. 9!. Vortex
shedding at the sharper edge will now induce a stronger ini-
tial absorption, reducing the net sound production. This
modified geometry would prevent the use of expensive nar-
row diffusers. Such a modified geometry can only be used,
however, when the diffuser is placed in a long pipe. When
the diffuser is at a pipe termination it is more logical to use
a shorter diffuser or a narrower diffuser. For narrow diffusers
~5°<u<10°! and area ratiosSd /Su<2 flow separation is not
observed, even in a pulsating flow~Roozen24!. As our ex-
periments were limited to moderately high Reynolds num-
bers (ReD5U0D/n<23105), it would be interesting to carry
out experiments at higher Reynolds numbers relevant for
gas-transport systems.

FIG. 7. Amplitude dependence ofuRBu of the 28° diffuser with a long pipe
downstream@(Ld)3#. 3 u8/U050.1; s u8/U050.4; 1 u8/U051.0. Theo-
ries as in Fig. 4.

FIG. 8. Enthalpy reflection coefficientuRBu as a function of the Mach num-
ber at an abrupt expansion withs525/9; Lpipe51.2558 m; f 5289 Hz. The
solid line is the solution of the quasistationary model with flow separation.

FIG. 9. Modified diffuser geometry to fix the separation points.
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APPENDIX: QUASISTEADY RESPONSE OF A
SUDDEN PIPE EXPANSION

In this Appendix, we describe the quasisteady theory of
compact diffusers used for comparison with our experimen-
tal data.

1. Compact diffuser without flow separation

The flow in the one-dimensional approximation is de-
scribed by the mass conservation law

Fm5ruuuSu5rdudSd , ~A1!

and the equation of Bernoulli applied to an ideal gas with
constant specific heat ratiog

B05
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completed by the isentropic gas relation

pu

pd
5S ru

rd
D g

. ~A3!

Fm andB0 are constants for a given imposed upstream con-
dition. Elimination of ud and pd yields a single nonlinear
equation forrd
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which can easily be solved for given upstream conditions.
In order to determine the acoustical linear transfer ma-

trix T of the diffuser

S pu8

uu8
D 5T•S pd8

ud8
D , ~A5!

we calculated the solution (pd
0,ud

0,rd
0) for a given steady con-

dition (pu
0,uu

0,ru
0).

We then calculated the solutionA for a small perturba-
tion (uu8)A in the velocity while we maintainpu

0 andru
0 fixed

@(pu8)A50,(ru8)A50#. A second calculationB was then car-
ried out for uu850 and a given pressure perturbation (pu8)B

@from which we calculated (ru8)B5(1/g)ru
0@(pu8)B#/pu

0#.
Subtracting from these two perturbated solutions the refer-
ence solution for (pu

0,uu
0,ru

0), we obtain a set of four linear
equations with coefficientsTi j of T as unknowns

05T11~pd8!A1T12~ud8!A , ~A6!

~uu8!A5T21~pd8!A1T22~ud8!A , ~A7!

~pu8!B5T11~pd8!B1T12~ud8!B , ~A8!

05T21~pd8!B1T22~ud8!B . ~A9!

OnceT is known, we can obtain a theoretical prediction of
the reflection coefficient of a diffuser placed at a distanceLd

upstream from an open pipe termination. We use Eqs.~4!
and ~5! to predict the open-end acoustical response.

2. Compact diffuser with flow separation

When flow separation occurs, a free jet is formed at the
inlet of the diffuser. We assume that in this jet the pressure is
equal to the pressure in the stagnant surrounding. For typical
flow conditions considered here, the jet mixes turbulently
with the surrounding after a few pipe diameters. We assume
that this process is adiabatic and that friction at the wall is
negligible. Under such conditions, we have still the same
mass and energy conservation laws as in the previous case

Fm5ruuuSu5rdudSd , ~A10!
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Those equations are completed now by the integral momen-
tum conservation law applied to the mixing region

P05Sdpu1Suruuu
25Sdpd1Sdrdud

2, ~A12!

where P0 is a constant for a given upstream state
(pu ,uu ,ru). The solution for a subsonic case is

ud5
gP02Ag2P0

222~g221!B0Fm
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Fm~g11!
, ~A13!

rd5
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pd5S B02
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2D g21

g
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The transfer matrixT is obtained numerically in an analo-
gous way as in the case without flow separation. Please note
that Ronneberger23 provides a detailed discussion of the lin-
ear solution in the low Mach number limit.
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A simple model for determining the amount of spectral broadening in acoustic sounder echoes
caused by winds traveling perpendicular to the antenna beam is presented. Key features of the model
are that the wind profile is described by an analytic function and the antenna radiation pattern is
included in the calculations. The model was restricted to the situation where the antenna was aligned
in the vertical direction and the winds were horizontal. The effects of refraction by temperature and
wind velocity gradients were neglected. The radiation pattern used in the model was the sinc(u) or
sin(u)/u function. The wind profiles which were used were a constant windspeed between the
antenna and the scattering height, a profile where the windspeed increases linearly with height, and
a logarithmic profile. Here, the amount of spectral broadening or spectral width of the echo is
calculated by treating the amplitude spectrum of the echo as a probability distribution and
determining the standard deviation of this distribution. It was found that the relationship between the
standard deviation of the echo,s, and windspeed,u, was closely described by a linear relationship,
s5Bu, with the value ofB ranging from 0.05 to 0.08 for the situations modeled here. Observational
data are presented. The data were obtained with a sounder whose radiation pattern was
approximated with the sinc function. The observed relationship betweens, andu, was essentially
linear, agreeing favorably with the model predictions; however, the value of the proportionality
constantB was 0.04. A possible explanation for this is that the radiation pattern for the antenna may
have been underestimated since the effects of the sound absorbing shielding surrounding the antenna
are unknown. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1331677#

PACS numbers: 43.28.Tc@LCS#

I. INTRODUCTION AND BACKGROUND

The spectrum of an echo received by an acoustic
sounder resembles a broad distribution, the mean of which is
taken to represent the Doppler shift of the echo and the
width, which may be represented by either the variance (s2)
or standard deviation~s! of this distribution, is attributed to
numerous factors including artifacts of the technique em-
ployed in obtaining the spectrum and the finite duration of
the transmitted pulse, both of which are well understood and
can be accounted for in subsequent analyses. Others include
atmospheric turbulence and broadening by winds traveling in
a direction perpendicular to the beam axis. Any processing
which involves the spectral moments of the echo must take
into account the contribution from each of the above mecha-
nisms. For example, it has been shown that the component
due to atmospheric turbulence is a direct measure of the dis-
sipation rate of turbulent kinetic energy—one of the more
fundamental measures of atmospheric turbulence~Ref. 1!;
therefore, an experiment designed to measure the dissipation
rate from the spectral width of the echo must also take into
account the contributions from the other sources of broaden-
ing.

This paper presents the results of a numerical modeling
investigation to determine the spectral broadening of an echo
caused by winds traveling perpendicular to the antenna beam
axis. The model developed for this investigation differs sig-
nificantly from the approach adopted by other researchers

~Phillips et al.,2 Georges and Clifford,3,4 Spizzichino,5,6 and
Leelananda and Mathews7! in two aspects—first, the wind
profile is represented by an analytic function, and second, the
antenna radiation pattern is included in the calculations.

The major task in investigations of this type is comput-
ing the path of a ray in a moving medium. The technique
generally employed is to divide the atmosphere into a num-
ber of horizontal slices and compute the path of the ray
through each slice using Snell’s law,2,7 allowing the ray path
to be traced for any observed wind profile as the number of
slices determines the accuracy with which the profile can be
represented. A discussion of the theory of sound propagation
in the atmosphere will be omitted here as it has been exhaus-
tively covered in the literature~see, for example, Phillips
et al.,2 Georges and Clifford3!.

The effects of the antenna radiation pattern have been
neglected, or at best very poorly treated, in the models found
in the literature. Phillipset al.2 have summarized this ten-
dency in their statement: ‘‘the ray path is interpreted as the
path of a biased mean of all energy radiated,’’ proceeding
then to determine the effects of refraction on this single ray.
In this investigation, the effects of the antenna radiation pat-
tern are taken into account by summing the response of the
antenna to all the rays lying within the beam of the antenna
for both the transmission and reception phases of the sodar
operation. It is essentially a numerical integration over the
solid angle representing the beamwidth of the antenna.
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II. PHYSICAL CONSIDERATIONS

To gain an appreciation of the mechanism which gives
rise to spectral broadening, consider the situation shown in
Fig. 1. Here, an antenna with a nonzero beamwidth transmits
vertically. For the rays located at the edges of the beam, the
horizontal wind velocity vector can be viewed as having
components parallel,up, and transverse,ut, to the ray. The
component labeled¿up gives rise to positive Doppler shifts
upon scattering and the component labeledÀup gives rise to
negative Doppler shifts. To glean an insight into the magni-
tude of the Doppler shift associated with these peripheral
rays, for a ray transmitted 9 deg from the vertical and a
horizontal windspeed of 10 m/s at the scattering site, the
Doppler shift associated with this ray would correspond to a
radial windspeed of about 1.6 m/s. When all possible rays
within the beam of the antenna are taken into account, we
find a range of values forup ranging from21.6 to11.6 m/s,
and when these are combined at the receiver, the result is a
spectrally broadened echo. Consider now the propagation of
sound in a moving medium. Referring to Fig. 2, an antenna
transmits a pulse of sound at an angleuT from the vertical.
As the sound propagates upwards it is also advected a dis-
tanced1 by the horizontal wind. The resulting path or ray is
now a curve, the exact shape depending on the wind profile.
Also, the group and phase velocity vectors are no longer
parallel.

At the scattering height, the sound is effectively reradi-
ated in all directions; however, only rays scattered at the
correct angle will arrive back at the antenna. As the sound
propagates downwards, it will be advected a distanced2 by
the horizontal wind. For an observer located at the antenna,
the rays are transmitted at an angleuT from the vertical and
upon reception the echo appears to emanate from pointC,
corresponding to an angleuR from the vertical. Note that the
distancesd1 and d2 are not the distances traveled by the
scatterers during the transmission/reception cycle of the

sounder but the advection of the sound pulse as it propagates
to the scattering height and back, respectively.

At this stage, a discussion of the assumptions which
have been made is appropriate. First, refraction due to tem-
perature variations in the atmosphere and propagation in a
moving medium have been neglected. In the mixed layer,
which is the practical range of interest for studies involving
acoustic sounders, the temperature decreases with altitude at
the average rate of 10 deg per km—known as the adiabatic
lapse rate. This temperature profile constitutes a change in
refractive index of the air, thus changing the ray path from a
straight line to a curve. For the situation modeled in this
study, the radius of curvature of the resulting rays is several
tens of kilometers.8 The resulting deviation from a straight
line ~about 0.5 m! is negligible for the situation modeled
here. Refraction due to a moving medium can be analyzed in
terms of an equivalent temperature profile.9 For the situation
modeled here, it can be shown that the equivalent tempera-
ture profile is 6 deg per km, or about one half of the effect
due to an adiabatic lapse rate discussed previously. In both
cases, the deviation of the ray path from a straight line, and
hence refraction, is negligible; consequently, it has been as-
sumed that the rays travel in a straight line.

The second assumption incorporated in these analyses is
that the horizontal advection on the upwards leg of the jour-
ney is equal to the advection on the downwards leg of the
journey. Strictly, the advections are not equal; however, for
the situation modeled here, it can be shown using simple
geometry that the error incurred in making this assumption is
of the order of 0.1 percent.

III. THE MODEL

For the following discussion, it has been assumed that
the antenna is pointed in a vertical direction, transverse
winds are the horizontal winds, and the prevailing wind di-
rection is constant with height. For convenience, the prevail-

FIG. 1. Physical situation giving rise to spectral broadening of the echo. The
transverse wind contains a component parallel to the rays at the periphery of
the beam, thereby giving rise to Doppler shifts in the scattered energy.

FIG. 2. Model geometry. The transmitted ray travels towards point A, is
translated to point B where scattering occurs. Only radiation scattered in the
direction of point D arrives back at the antenna, appearing to emanate from
point C. The dotted curves represent the ray paths.
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ing wind direction was set along thex axis, thez axis repre-
sented the vertical, and they axis direction transverse to the
prevailing wind.

Referring to Fig. 2, the model equations are derived as
follows. The antenna transmits acoustic energy in the form
of a pulse of finite duration. As this pulse travels up through
the atmosphere, it is also displaced horizontally a distanced1

by the horizontal wind. After scattering, the energy directed
back towards the antenna will again be displaced horizon-
tally, this time a distanced2 by the horizontal wind. For
scattered energy to impinge on the center of the antenna, the
scattering angle must be such that the scattered ray is di-
rected to a location which is a distanced2 upwind of the
antenna.

The horizontal displacementd of a ray for the upwards
leg of the journey can be found by evaluating the following
integral ~hence the requirement for an analytical expression
for the wind profile!:

d5
1

C0 cos~u!
E

0

h

u~z!dz, ~1!

where h is the scattering height,u(z) is the variation of
windspeed with height, and the termC0 cos(u) is the vertical
component of the speed of the acoustic energy as it propa-
gates to the scattering height. As stated previously, the dis-
placements for both legs of the journey were set equal to
each other, resulting in a total horizontal displacement of 2d.

In terms of the symbols in Fig. 2, the line segment OA
represents the direction of propagation of the transmitted ray
at the instant of initiating transmission. The ray is displaced
horizontally as it propagates up to the scattering height at
point B where scattering occurs. Only rays scattered in the
direction of point D will impinge on the center of the an-
tenna. To an observer located at the antenna, the scattered
ray will appear to emanate from point C.

Turning now to the angles of transmission and reception
~uT anduR!, the transmission angle is known since it is the
independent variable in the process. The angle of reception
can be determined from the horizontal displacement (2d)
which in turn is determined by the wind profile. Once the
angles of transmission and reception have been determined,
the response of the antenna to radiation from these directions
can be found and incorporated into the calculations.

The Doppler shift which occurs during the scattering
process is given by

d f 5
1

2p
~ks2k i !•u, ~2!

wherek i andks are, respectively, the incident and scattered
vector wave numbers with magnitude 2p/l and directions
given by unit vectors along OA and CO andu5(u(z),0,0) is
the horizontal wind vector. The direction of the prevailing
wind is restricted to thex axis as stated previously.

IV. WIND PROFILES AND RADIATION PATTERN

The spectral broadening resulting from several wind
profiles were examined. In all the profiles, the windspeed
was zero at the antenna ensuring that the phase and group

velocity vectors are parallel, a necessary condition if the an-
tenna were to respond to the incoming radiation according to
the radiation pattern.

The profiles that were considered were

u~z!5u0 @with u~0!50#,

u~z!5Az, ~3!

u~z!5A lnS 11
z

z0
D ~with z050.1 m!,

whereA is a constant.
The first and second profiles can be observed during

convective and near neutral conditions;10 the third profile is a
logarithmic profile which can be observed in conditions of
neutral stability.

Antenna radiation patterns are both difficult to measure
and calculate for real antenna systems; consequently, various
workers have suggested simple analytic functions such as the
Gaussian11 and the Bessel function.12 The antenna whose
characteristics were used in this study consisted of a circular
parabolic dish constructed from glass-reinforced plastic with
a transducer mounted at the focus. The dish was surrounded
by a pentagonal noise shield 2.5 m high. The internal walls
of the shield were lined with sound-absorbing foam. To
minimize the possibility of noise being diffracted over the
edge of the shielding, foam-lined serrated sections were at-
tached to the top edges of the shield. The effects of the
addition of the internal foam and serrated edges on the ra-
diation pattern were unknown; however, the authors believe
that this would result in partial or total removal of the side-
lobes from the radiation pattern~see Ref. 13!.

To arrive at an amenable solution we note that the ra-
diation pattern for a circular dish is a Bessel function and for
a square dish it is a sinc function. As the sinc function is the
broader of the two~for an antenna of equal diameter! it was

FIG. 3. Radiation pattern~amplitude response! of the antenna used in this
analysis. The pattern has nodes at 9 and 18 deg from the axis.

118 118J. Acoust. Soc. Am., Vol. 109, No. 1, January 2001 F. Quintarelli and A. Bergstrom: Broadening of sodar echoes



decided to use it, knowing that it would yield an overesti-
mate ~hence an upper limit! to the amount of broadening.
Spectral broadening was determined for the cases where the
radiation pattern contained no sidelobes and only the first
sidelobes. This was achieved by truncating the sinc function
at the appropriate angle. The radiation pattern for the antenna
is shown in Fig. 3.

V. IMPLEMENTATION DETAILS

Implementing the model can be performed in either po-
lar or Cartesian coordinates. It was found that the implemen-
tation was greatly simplified if the Cartesian coordinate sys-
tem was employed. As previously mentioned, the evaluation
consisted of integrating all rays emitted within the beam-
width of the antenna. However, instead of varying the trans-
mission angle, thex and y coordinates of point A in Fig. 2
were varied such that the entire beam was covered in incre-
ments of 0.02 deg.

Setting the antenna axis coincident with thez axis, and
the x andy axes parallel and perpendicular to the prevailing
wind direction, the vectorOA ~Fig. 2! can be written as

OA5~x,y,h!, ~4!

whereh is the height at which scattering occurs. This is a
very convenient formulation since the unit vector

OÂ5
~x,y,h!

Ax21y21h2
, ~5!

also defines the direction of the incident vector wave number
k i . The transmission angleuT is thus given by

sinuT5A x21y2

x21y21h2. ~6!

Again referring to Fig. 2, since the scattered ray appears to
emanate from point C, the vectorCO defines the direction of
the scattered energy which impinges on the antenna. Writing
this vector as

CO52~x12d,y,h!, ~7!

similar expressions for the scattered wave number vectorks

and the reception angleuR can be obtained.
The compilation of the echo spectrum~i.e., the fre-

quency domain representation of the echo! was achieved as
follows. For each ray, the angles, antenna response~for both
transmission and reception angles!, and Doppler shift were
determined. The Doppler shift was used as an index into an
array which represented the echo spectrum. The appropriate
array element was then updated by adding to it the energy
represented by that ray. The energy,E, added to each ele-
ment was determined from the radiation pattern of the an-
tenna

E5R~uT!•R~uR!, ~8!

whereR(u) is the response of the antenna to radiation im-
pinging on it at angleu from the beam axis.

The statistics of the echo spectrum were then determined
using the same methods as used in the sounderviz. the array
was treated as a histogram, each array element was a bin of
the histogram, and the contents of each bin represented the
probability of observing the Doppler shift corresponding to
that bin or array element. Since the final result is essentially
a probability distribution, the mean and standard deviation of
this distribution can be readily obtained. The bin width was
0.25 Hz or 0.025 m/s.

TABLE I. Model predictions of mean standard deviation of the echo spectrum for the three wind profiles for a
radiation pattern which does not contain sidelobes.

u ~m/s!

Constant Linear Logarithmic

Mean
~m/s!

Std. dev.
s ~m/s!

Mean
~m/s!

Std. dev.
s ~m/s!

Mean
~m/s!

Std. dev.
s ~m/s!

0 0.00 0.00 0.00 0.00 0.00 0.00
2 20.000 14 0.10 20.000 80 0.10 20.000 094 0.10
4 20.000 41 0.20 20.000 27 0.21 20.000 40 0.21
6 20.000 87 0.30 20.000 44 0.31 20.000 76 0.30
8 20.001 4 0.39 20.000 81 0.41 20.001 4 0.40

10 20.002 4 0.48 20.001 7 0.51 20.002 0.49

TABLE II. Model predictions of mean standard deviation of the echo spectrum for the three wind profiles for
a radiation pattern which contains sidelobes.

u ~m/s!

Constant Linear Logarithmic

Mean
~m/s!

Std. dev.
s ~m/s!

Mean
~m/s!

Std. dev.
s ~m/s!

Mean
~m/s!

Std. dev.
s ~m/s!

0 0.00 0.00 0.00 0.00 0.00 0.00
2 20.000 29 0.17 20.000 15 0.17 20.000 23 0.17
4 20.001 2 0.33 20.000 57 0.34 20.000 92 0.33
6 20.002 3 0.49 20.001 1 0.50 20.002 0 0.49
8 20.003 9 0.64 20.002 0 0.66 20.003 6 0.65

10 20.006 0 0.79 20.003 2 0.83 20.005 4 0.80
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VI. RESULTS AND DISCUSSION

The physical situation which was modeled in this inves-
tigation consisted of an acoustic sounder operating at a fre-
quency of 1675 Hz. The sodar was a three-axis monostatic
system with one antenna oriented vertically~described pre-
viously! and the other two inclined 30 deg from the vertical
in northerly and easterly directions in order to obtain the
horizontal wind components. A transmit/receive sequence
consisted of transmitting a 500-ms cosine bell modulated
pulse, switching the sodar circuitry to the receive mode and
using a time gate to select echoes from the appropriate range.
After appropriate signal processing~i.e., filtering, amplifica-
tion, etc.!, the received echoes were digitized and the fast
Fourier transform algorithm was used to calculate the spec-
trum.

In the model, the parameters were chosen to coincide
with operational settings of the sodar and the prevailing me-
teorological conditions—a scattering height of 500 m and
windspeeds ranging from 0 to 10 m/s. As a point of interest,
when the horizontal windspeed exceeds about 10 m/s, the
noise thus generated~e.g., rustling of leaves, grass, etc.! in-
creasingly interferes with reception, giving rise to a spec-
trally noisy echo from which it is difficult to extract reliable
data.

Since the model calculates the spectrum of the echo,
both the mean and the standard deviation,s, can be readily
obtained. The predictions of the model are shown in Tables I
and II and in Figs. 4 and 5. Table I presents results consisting
of the mean and standard deviation of the spectrum for the
three wind profiles at various windspeeds for a radiation pat-
tern which does not contain sidelobes. Table II presents cor-
responding results for a radiation pattern where the sidelobes
have been included. It is evident from the results that the
standard deviation,s, with windspeed,u, can be closely de-
scribed using a linear relationships5B•u with the value of
B ranging from about 0.08 for the case with sidelobes to 0.05
for the case without sidelobes.

The model also predicts a negative bias in the echo spec-
trum which will be interpreted by the echo analysis software
in the sounder as an updraft of a few millimeters per second.
In practice, such a small bias is extremely difficult to detect.
It is interesting to note that Spizzichino5,6 also reports a bias

in the vertical windspeed estimate due to the presence of a
horizontal wind. However, care should be exercised when
comparing the results presented in Spizzichino5,6 with the
results presented here. The results presented in Spizzichino5,6

are for a single ray, whereas the results presented here are the
sum of a very large~ideally an infinite! number of rays.

Figure 6 presents observed data obtained with the
above-mentioned sounder and parameters. The scatter plot
showss plotted againstu for convective conditions where
the wind profile is approximately constant. The prominent
feature is that the points do not pass through the origin. This
is due to the finite duration of the transmitted pulse. Since
the transmitted pulse has finite duration, its Fourier transform
has a finite width,sTX , in the frequency domain. In practice,
the variance of the echo which is received is the sum of the
variances of the spectrum of the transmit pulse, that due to
transverse winds, atmospheric turbulence, noise, etc. For the
situation where only a horizontal wind is present, the ob-
served spectral standard deviation of the echo is given by

sobserved5A~Bu!21sTX
2 ~9!

The above equation therefore defines a lower limit for the

FIG. 4. Plot of the standard deviation of the echo spectrum against wind-
speed for the radiation pattern without sidelobes.

FIG. 5. Plot of the standard deviation of the echo spectrum against wind-
speed for the radiation pattern with sidelobes.

FIG. 6. Observed spectral widths of echoes plotted against value of the
windspeed at the scattering height. The intercept at 0.3 represents the spec-
tral variance due to the finite duration of the transmitted pulse. Data were
obtained at Alice Springs~subtropical desert environment! during May~au-
tumn! 1985 when the atmosphere was generally unstable. Data were aver-
aged over 30-min intervals throughout the day.
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data points in Fig. 6 and the intercept of this lower limit with
the vertical axis issTX . All points above this limit represent
the total broadening due to all the mechanisms previously
mentioned. Note that had the spectral width of the transmit-
ted pulse been zero, the standard deviation of the echo would
have been directly proportional to the windspeed, with the
value of the constant being about 0.04, which is not unrea-
sonable given that the radiation pattern for this antenna sys-
tem was not accurately known. Note again that, above about
10 m/s, the quality and reliability of the data has begun to
decrease due to the presence of environmental noise.

VII. CONCLUDING REMARKS

A very simple model for determining the spectral broad-
ening of sodar echoes due to winds moving transverse to the
antenna beam axis has been presented. The salient features of
the model are that the wind profile has been described by an
analytic function and that the radiation pattern of the antenna
has been included in the calculations. The model parameters
were chosen to represent realistic operational situations.
Simplifying assumptions included restricting the geometry to
a vertically pointing antenna and horizontal winds. The ef-
fects of refraction due to temperature and wind profiles were
neglected. For temperature profiles which are likely to be
encountered in practice, the deviation of the ray path from a
straight line is about 0.5 m for a scattering height of 500 m.
Refraction due to a moving medium amounted to about one
half of that caused by the temperature profile.

The model predicts that~to first order! the contribution
to the standard deviation of the echo spectrum by a horizon-
tal wind is directly proportional to the horizontal windspeed
at the scattering site, a prediction which compared favorably
with observation. The value of the constant predicted by the
model would depend on the radiation pattern of the antenna
and ranged from 0.05 to 0.08 for the cases investigated here.
The value of the constant deduced from the observed data
was 0.04.

Improvements to the model include incorporating the
effects of refraction and allowing for nonvertical antenna ori-

entation~in which case a new set of model equations would
need to be derived!. Last, determining the radiation pattern
of the antenna still presents a major difficulty, whether this is
achieved through theoretical calculations or physical mea-
surements.

ACKNOWLEDGMENTS

The authors would like to thank Professor I. Bourne for
providing the observational data obtained with the sounder
whose antenna characteristics were modeled herein.

1R. C. Srivastava and D. Atlas, ‘‘Effect of finite radar pulse volume on
turbulence measurements,’’ J. Appl. Meteorol.13, 472–480~1974!.

2P. D. Phillips, H. Richner, and W. Nater, ‘‘Layer model for assessing
acoustic refraction effects in acoustic sounding,’’ J. Acoust. Soc. Am.62,
277–285~1977!.

3T. M. Georges and S. F. Clifford, ‘‘Acoustic sounding in a refractive
atmosphere,’’ J. Acoust. Soc. Am.52, 1397–1405~1972!.

4T. M. Georges and S. F. Clifford, ‘‘Estimating refractive effects in acous-
tic sounding,’’ J. Acoust. Soc. Am.62, 277–285~1974!.

5A. Spizzichino, ‘‘La refraction des ondes acoustiques dans l’atmosphere et
son influence sur les mesures du vent par sodar,’’ Ann. Telecommun.29,
301–310~1974!.

6A. Spizzichino, ‘‘Discussion on the operating conditions of a Doppler
sodar,’’ J. Geophys. Res.29, ~No 36!, 5585–5591~1974!.

7S. A. Leelananda and T. Mathews. ‘‘A method of correcting wind profiles
obtained using Doppler acoustic radar,’’ inProceedings of the Interna-
tional Symposium on Acoustic Remote Sensing of the Atmosphere and
Oceans~University of Calgary, Calgary, Alberta, Canada!.

8U. Ingard, ‘‘A review of the influence of meteorological conditions on
sound propagation,’’ J. Acoust. Soc. Am.25, 405–411~1953!.

9D. C. Pridmore-Brown, ‘‘Sound propagation in a temperature and wind
stratified medium,’’ J. Acoust. Soc. Am.18, 438–443~1946!.

10Atmospheric Turbulence and Air Pollution Modelling, edited by F. T.
Nieustadt and H. Van Dop~Reidel, Dordrecht, 1982!.

11A. Weill, C. Klapisz, B. Strauss, F. Baudin, C. Jaupart, P. Van Grunder-
beek, and J. P. Goutourbe, ‘‘Measuring heat flux and structure functions
of temperature fluctuations with an acoustic Doppler sounder,’’ J. Appl.
Meteorol.19, 199–205~1980!.

12The Boulder Low-level Intercomparison Experiment, Report No. 2, edited
by J. C. Kaimal, H. W. Baynton, and J. E. Gaynor, NOAA/ERL, Boulder,
CO.

13E. Hecht and A. Zajac,Optics ~Addison-Wesley, Reading, MA!.

121 121J. Acoust. Soc. Am., Vol. 109, No. 1, January 2001 F. Quintarelli and A. Bergstrom: Broadening of sodar echoes



Backscattering from buried sediment layers: The equivalent
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Signals received by low-frequency multibeam echosounders are strongly affected by sound
penetration inside the upper sediment layers and by backscattering from buried layers down to
depths of a few meters; this may lead to serious ambiguities and misinterpretations of experimental
data. These phenomena are modeled here using a concept ofequivalent input backscattering
strength~EIBS!, based on a combination of classical models of local backscattering strength and
propagation inside fluid layered media. The local backscattering strength at a buried interface is
expressed first to account for the impedance adaptation due to the overlying layers, for the angular
refraction effects due to the velocity profile, and for the layered structure of the underlying medium.
It is then transferred to the upper water–sediment interface, accounting for propagation inside the
layered stack; the transfer coefficient is obtained from the classical theory of plane wave
propagation in layered media. The volume backscattering effects are processed in the same way and
account for the finite thickness of the layers. The various contributions are finally summed to give
the backscattering strength, at the upper interface, that features the various effects of propagation
and attenuation inside the layered structure. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1329622#

PACS numbers: 43.30.Gv, 43.30.Hw, 43.30.Ma, 43.30.Pc@DLB#

I. INTRODUCTION

Deep-sea multibeam echosounders are widespread tools
in marine geology studies since they can readily provide ba-
thymetry and sonar images of large seafloor areas. A geolo-
gist’s first interpretation can be formed from these images by
combining the recorded backscattering strength with the sea-
floor nature and assuming a one-to-one relation between
these two variables. Classically, backscattering strength is
modeled as the sum of one contribution from the rough sur-
face and one from the semi-infinite volume below it~see,
e.g., Ref. 1!. But, at low frequencies~typically 10–15 kHz
for deep-water systems!, the signal may significantly pen-
etrate into the seafloor. Since the geological context may be
very complex in the first meters of sediment, the stratifica-
tion effects on the overall response should be taken into ac-
count. Simple two-component models are not able to de-
scribe the recorded backscattering strength so using them
may lead to ambiguities in data interpretation.2 There is
therefore a need for geoacoustic models predicting the back-
scattering strength of layered seafloors.

Although many studies have dealt with the influence of
sediment stratification on the reflection and transmission co-
efficients ~see, e.g., Refs. 3–5!, only a few have been de-
voted to backscattering by layered media. One of the earliest
works was Ivakin’s model6 of volume backscattering for
stratified sediments, which is based on a small perturbation

approach over a Green’s function description of the acousti-
cal field inside the sediment. Later works by Ivakin7–9 and
Tang10 proposed unified approaches of backscattering by
volume and buried interfaces in layered media. They showed
that if a buried interface is considered as a perturbation of the
surrounding medium, the two contributions may be ex-
pressed under a single formulation.

As opposed to these ‘‘global’’ methods considering the
problem in its generality, some authors tried to model the
effects of stratification upon backscattering strength in par-
ticular configurations. Solutions were proposed for the back-
scattering strength of a single isotropic layer upon a base-
ment: McDaniel11 took into account the layer roughness and
Essen12 the shear wave in the basement. They showed no-
table effects near the critical angle but they did not include
volume backscattering strength in their models. Moreover,
their exact formulations cannot be generalized to more com-
plex geological configurations.

Various more pragmatic approaches to the problem may
be found.2,13–15In particular, Lyonset al.15 proposed a back-
scattering strength model for layered seafloors, in which ev-
ery layer is characterized by its own individual backscatter-
ing strength ~based on Jackson’s model!; the global
backscattering strength is the sum of all the layer contribu-
tions individually modified by the layering. The layering ef-
fects, however, were not fully detailed in this attractive ap-
proach since those authors focused on volume backscattering
modeling.

The principle of our equivalent input backscattering
strength~EIBS! model16–19 is basically an extension of that

a!Electronic mail: guillon@lma.cnrs-mrs.fr
b!Electronic mail: lurton@ifremer.fr
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of Lyonset al.15 Starting from the same intuitive description
of local contributions from buried layers ‘‘seen’’ through the
filter of an overlying sediment stack, we account for stratifi-
cation effects in a more rigorous way and under a more eas-
ily generalizable formalism,~1! by carefully accounting for
the local modifications of backscattering strength due to
burying and~2! by using a classical model of plane wave
propagation inside a fluid layered medium. Finally, the ulti-
mate ambition of our EIBS model is to provide results in
good agreement~despite their narrower generality! with
those obtained from more global approaches such as
Ivakin’s.9

II. THE CONCEPT OF EQUIVALENT INPUT
BACKSCATTERING STRENGTH

A. Geoacoustic model

In the following, the seafloor is described by a two-part
geoacoustic model~Fig. 1!:

~i! A fluid dissipative sedimentary layer of thicknessh,
split into n elementary layers. Each layerl is charac-
terized by its sound speedcl , densityr l , attenuation
coefficienta l , its thicknessdl , and its own individual
backscattering cross section~BCS! s l(u0), consid-
ered at its upper boundary.

~ii ! A semi-infinite fluid dissipative basement, with pa-
rameters cn11 , rn11 , and an11 , and its BSC
sn11(u0).

Note that the concept of ‘‘basement’’ here relates only
to the acoustical penetration, meaning that there is no signifi-
cant return of energy from the medium below interfacen
11. It is not related to a particular geological structure.

In the following, to define its individual BCS, each layer
is first considered as having its upper boundary overlaid with
water. We found this convention convenient for numerous
practical configurations in which one has to compare back-
scattering strength levels from the same boundary either out-
cropping or buried under a stratified sediment layer. An ini-
tial local BCS is defined under this assumption, classically
split into two components~surface roughness and volume
inhomogeneities! and is then modeled using a local back-
scattering strength model such as Jackson’s.1

B. The equivalent input backscattering strength

Calculating the total BCS features two steps. First, the
local individual BCSs l(u0) are defined taking into account
the effects due to layering: changes in impedance contrasts,
influence of underlying layers, volume limitation, and refrac-
tion. These various effects are detailed in Sec. III. The modi-
fied individual BCS for each layerl is written s̃ l(u l 21); this
notation includes the angle changes due to refraction. The
second step of the process is to calculate the transfer coeffi-
cients accounting for sound propagation inside the stack. The
contribution of each layerl is weighted by a coefficient
Cpl(u0) determined by the acoustic field inside the layered
structure. Under a small perturbation hypothesis, these coef-
ficients can be obtained by a classical plane wave approach
of sound transmission in layered media~see, e.g., Ref. 20!.

These two steps finally lead to the ‘‘equivalent input
backscattering strength’’ at the upper water/sediment
interface.18 This term was chosen by analogy with the con-
cept of ‘‘equivalent input impedance’’ in the theories of elec-
tric circuits or sound propagation in layered media.20 There-
after, under the hypothesis of single scattering, the various
contributions are summed to provide the total BCS of the
geoacoustic configuration:

s t~u0!5 (
l 51

n11

Cpl~u0!s̃ l~u l 21!. ~1!

The global backscattering strength for the stack is finally
10 log@st(u0)#.

Two hypotheses are necessary for establishing this ex-
pression of the total BCS. First, a small perturbation ap-
proach is used here: the scattered wave has second-order
magnitude relative to the incident field, so one can deal with
plane wave propagation inside the stack. This approximation
is usually admitted in sediment backscattering models.1,6,21,22

Second, a single-scattering approach, related to the former
hypothesis, is needed. The multi-scattered field is considered
as negligible relative to the single-scattered echo~whose
backwards propagation accounts for the complete description
of phenomena associated with layered media!. Consequently,
one can make a single summation of the various contribu-
tions. This second hypothesis is valid if each layer’s back-
scattering strength is low enough. This is true outside the
‘‘specular’’ regime, typically for incidence angles greater
than 20 degrees; on the other hand, at low incidences, back-
scattering strength may be large enough to allow multiple
scattering. Consequently, for angles close to the vertical in-
cidence, the model must be considered as a first approxima-
tion of the problem and further calculations should be done
to extend it exactly to the whole angular range.

FIG. 1. Geoacoustic model.
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C. Number of parameters and discussion

For every layer, the composite roughness model1 served
to determine the individual interface BCS. We used the two
classical parametersg and bJ defining the roughness spec-
trum asWs(K )5bJK

2g, and a single parametersv for the
volume contribution.

Table I features the parameters involved in this model
for the geoacoustic configuration presented in Fig. 1, show-
ing that 7n16 input parameters are needed for ann-layer
configuration. For example, a simple two-layer model~a
basement below two sediment layers! requires 20 input pa-
rameters. The effective number of independent parameters
can be reduced by taking into account relations between
some of them~see, e.g., Ref. 23!, but the array size will
nevertheless remain large.

III. LOCAL DESCRIPTION OF THE INDIVIDUAL BCS

Our objective was to model the modifications of the
backscattering strength due to layering. To do so, we used
the model of Jackson1 for the local backscattering strength of
a given layer but other models could have been used. In the
following, the changes induced by layering on the individual
layer BCS are illustrated by numerical applications com-
puted on a geoacoustic model with two layers~mud and
medium sand! overlying a coarse sand basement. The layer-
ing effects are visualized on the figures representing the
backscattering strength of the medium-sand layer. The con-
figuration parameters are given in Table II. The acoustical
parameters~c, r, and a! are from data compilations by
Hamilton.23 The values forbJ and g are from Mourad and

Jackson.24 The volume backscattering strength coefficient
was based on typical values obtained on real data. The signal
frequency is 13 kHz.

A. Local backscattering strength definition

As said above, for each layerl ( l .1), the individual
initial BCS is first defined as having its interface overlaid
with water. Now, when this layer is inside the sediment
stack, some changes obviously occur. First, the presence of
the upper sediment layerl 21 decreases the impedance con-
trast associated with the backscattering phenomenon, and
this decrease modifies the local reflection and transmission
coefficients. Because these coefficients are used in the local
backscattering models, the individual BCS will be modified
accordingly, providing a new local BCS.

As an example, Fig. 2 shows the effect of this imped-
ance contrast change on the backscattering strength of the
medium-sand layer and its clear dependence on incident
angle.

At steep incidence, the backscattering process is domi-
nated by the roughness contribution; it is modeled, in Jack-
son’s approach,1 using Kirchhoff’s approximation, as fol-
lows:

sk~u0!5
R2~0!

8p cos2 u0 sin2 u0
E

0

`

exp~2qug22!J0~u! u du,

~2!

whereq is a function ofu0 , k, g, andbJ , andR(u0) is the
amplitude reflection coefficient for the water–sediment
boundary for incident angleu0 .

This BCS expression is proportional to the squared pres-
sure reflection coefficientR(0) upon the interface; hence a
change from the water–sand boundary@R(0)50.222# to the
mud–sand boundary@R(0)50.079# leads to a decrease of
20 log (0.079/0.222)529.0 dB, which is clear in Fig. 2.
This is an impedance matching effect: the decrease in imped-
ance contrast lowers the scattered energy.

TABLE I. Number of parameters used for the equivalent input backscatter-
ing strength model of ann-layer sediment stack.

Parameters No. of parameters

Geoacoustic configuration
cl : sound speed n11
r l : density n11
a l : attenuation n11
dl : thickness n

Backscattering parameters
Surface 23(n11)
Volume n11

Total 7n16

TABLE II. Input parameters of the geoacoustic model used for illustrating
the numerical applications in Secs. III and IV.

Layers Water Mud Medium sand Coarse sand

c (m•s21) 1500 1550 1650 1840
r 1 1.3 1.43 2.2
a ~dB/la! 0 0.2 0.87 0.9
g ¯ 3.25 3.25 3.25
bJ ~cm4! ¯ 431024 3031024 6031024

sv (dB•m23) ¯ 243 235 230
d ~cm! ¯ 20 10 ¯

al is the wavelength.

FIG. 2. Effect of impedance contrast changes for the medium sand back-
scattering strength~BS!. The model used is Jackson’s~Ref. 1! with input
parameters given in Table II. The curves labeled ‘‘Initial BS’’ are computed
for the medium-sand layer covered with water whereas the curves labeled
‘‘Modified BS’’ are computed for this layer covered with mud.
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At oblique incidence, the combination of surface and
volume contributions makes the interpretation more difficult.
In Ref. 24, the roughness scattering at large incidence is
expressed using the composite roughness model1 with the
local BCS written as follows:

scr~u0!54k4 cos4 u0uY~u0!u2Ws~2k0 sinu0!, ~3!

where

Y~u0!5
~r21!2 sin2 u01r22k2

@r cosu01P~u0!#2 . ~4!

In Eq. ~4!, r5r1 /r0 , k5k1 /k0 , andP(u0)5kz1 /k0 , where
kz15Ak1

22k0
2 sin2(u0); r0 and k0 are the density and wave

number in water, these are respectivelyr1 and k1 in sedi-
ment. Figure 2 shows that roughness scattering at oblique
incidence is also affected by the impedance matching.

For volume backscattering, we used the expression from
the model of Jackson and Briggs:25

ssv~u0!5
u12R2u2cos2 u0

4k0I@P~u0!#uP~u0!u2 sv . ~5!

The effect of an impedance contrast change on volume
backscattering strength is weak becauseu12R2u2, which
features the two-way transmission losses through the water–
sediment interface, varies little with the impedance contrast.
More important is the angular dependence effect: lowering
the impedance contrast increases the critical angle, as shown
in Fig. 2 and described in Sec. III D.

To summarize, the balance between the local BCS com-
ponents is modified: the surface BCS is lowered~impedance
matching effect! whereas the volume BCS is almost un-
changed. Consequently, burying the various layers may
strongly affect their BCS. Results then depend on the respec-
tive proportion of surface and volume backscattering
strength in the initial BCS.

B. Influence of underlying layers

The change in impedance contrast affects the back-
scattering strength through the local reflection and transmis-
sion coefficients. But the underlying stratified structure also
modifies these coefficients in a global way which also
changes the backscattering strength. This was shown by Moe
and Jackson26 for a stratified structure underlying a rough
surface. In the following we used their expression for the
resulting BCS:

ss~u0!5S k0

4 D 4

u11RLu4U12
k2

r
1S 12

1

r D
3Fsin2 u01r cos2 u0S 12RL

11RL
D 2GU2

Ws~2k sinu0!,

~6!

whereRL is now the amplitude reflection coefficient for the
layered media~see, e.g., Ref. 20!. Figure 3 presents this cal-
culation for the medium-sand layer; to make interpretation
easier the impedance contrast changes described earlier were
omitted. The strong oscillations between 50 degrees and 60

degrees are caused by the reflection on the medium-sand
layer.

C. Volume limitation

The volume contribution to the backscattering process is
classically25 modeled with a single parametersv , which is
the local BCS associated with a unit volume. This BCS is not
‘‘seen’’ directly, but rather through the interface. Equation
~5! given above is based on the hypothesis that the scattering
medium is semi-infinite. However, for a given sediment
layer, this is not true any more. To take into account this
volume limitation, expression~5! now becomes

ssv5
u12R2u2 cos2~u0!

4k1I@P~u0!#uP~u0!u2 @12e24I~kzl!dl#sv , ~7!

whereI(kzl) is the imaginary part of the vertical component
of the wave vector inside the sediment. The bracketed cor-
rective term in Eq.~7! features the attenuation effect along
the layer thicknessdl .

Figure 4 presents this effect of thickness limitation on
the volume backscattering strength of the medium-sand
layer. Backscattering strength is lowered, with a maximum
influence at steep angles. Beyond the critical angle, this ef-
fect disappears because penetration becomes negligible; the
energy is conducted only by an evanescent lateral wave.20

The layer thickness is then of little importance.

D. Refraction and attenuation

Sound propagation inside the sediment layers implies
two consequences for local individual BCS. First, the inci-
dent wave is refracted. At each interface, the Snell–
Descartes relation gives

kl 21 sinu l 215kl sinu l5k0 sinu0 , ~8!

so layerl is now ‘‘seen’’ at incident angleu l 21 instead of at
the in-water original angleu0 . This modifies the backscatter-
ing strength angular dependence by a kind of ‘‘anamorpho-
sis.’’ Second, the sediment layers are dissipative. Their at-

FIG. 3. Roughness backscattering strength of the medium sand layer with
parameters provided in Table II. The solid curve is the initial roughness
backscattering strength, and the dashed curve corresponds to this layer in-
side the sediment stack, using Eq.~6!.
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tenuation lowers the backscattered level, as seen from Eq.
~7!. This effect is all the stronger as the incident angle is
large ~the acoustical path is longer! and the layer is deep.

E. Local backscattering strength synthesis

Figure 5 summarizes the various effects described ear-
lier that affect the individual backscattering strength of the
buried medium-sand layer. On most of the angular range
there is a global lowering, between 5 and 10 dB, relative to
the water-overlaid case. Moreover, the cutoff angle effect is
steeper than previously. This change in critical angle is due
to refraction as described in Sec. II D. The underlying strati-
fication influence@Eq. ~6!# is weak in this case because the
dominant effect in this angular range is volume scattering
rather than interface roughness.

IV. COMPUTATION OF THE TRANSFER
COEFFICIENTS

Now that every layer’s local BCS is defined and speci-
fied, it has to be transferred upwards to the water–sediment

interface in a way correctly accounting for the propagation
inside the sedimentary medium. In the following, the transfer
coefficient Cpl(u0) quantifies, for each buried layerl, the
total energy incident at angleu0 transmitted inside the sedi-
ment down to layerl and backscattered to the sonar in the
same directionu0 . The computation of these transfer coeffi-
cients is first presented for the simple case of a single sedi-
ment layer overlying a basement and then for the general
multilayered case. In the followingRi , j , or Ti , j , denotes the
reflection, or transmission, coefficient from mediumi to me-
dium j. The complex wave numberkl5v/cl1 ia l /8.686l
~with a l in dB/wavelength! accounts for sound attenuation in
layer l. The vertical, or horizontal, projection of the wave
vectork l is kzl

, or kxl
.

A. A single-sediment layer

We develop here the basement transfer coefficient:
Cp2(u0). The calculation is split into two parts: we ex-
pressed first the energy incident from the water to the base-
ment and then the energy transmitted back to the receiver.

1. Incident path

Figure 6 depicts the first part of this approach. Under the
small perturbation hypothesis, only plane waves are consid-
ered inside the sediment layers.

The acoustical pressure field in the three media may be
written as follows:

p05@e2 ikz0
~z2h!1Raeikz0

~z2h!#eikxxe2 ivt,

p15@A1e2 ikz1
z1B1eikz1

z#eikxxe2 ivt, ~9!

p25Tae2 ikz2
zeikxxe2 ivt,

whereRa is the reflection coefficient at the water–sediment
interface for the whole sediment stack. HereTa is the global
transmission coefficient from water to basement (T0,2):

20

Ta5
4Z1Z2

~Z22Z1!~Z12Z0!ei j11~Z21Z1!~Z11Z0!e2 i j1
, ~10!

where Zl5r lv/kzl
is the plane wave impedance in layerl

and j l5dlkzl
. For notation convenience, the time depen-

dencee2 ivt and the horizontal componentseikxx are sup-
pressed in the following, and the incident acoustical pressure
is normalized to 1. The acoustical continuity conditions at
the basement boundary are used to express coefficientA1 ,
which is the relative amplitude of the incident wave on the
considered scattering boundary:

FIG. 4. Volume limitation effect on the medium-sand layer backscattering
strength. Solid curve is computed with Eq.~5! whereas the dashed one
corresponds to Eq.~7!.

FIG. 5. Medium-sand backscattering strength as a semi-infinite medium
covered with water~solid curve! and as a layer inside the sedimental stack
~dashed curve!. The parameters used are given in Table II.

FIG. 6. Geometry for the incident path.
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A15Ta

Z21Z1

2Z1
5

Ta

T1,2
. ~11!

The incident acoustical intensity on the sediment (z
5h) is

I i05
cosu0

2r0c0
. ~12!

On the basement, the incident intensity is

I i15
uA1u2R~kz1

!

2vr1
, ~13!

with R(k) denoting the real part of the complex numberk.

2. Backscattered wave

The incident acoustical wave is scattered in all direc-
tions by the basement roughness; the angular dependence is
given by a scattering function.27 The energy scattered up-
wards through the sediment layer can therefore follow vari-
ous paths back to the receiver, with different angles corre-
sponding to image-sources due to successive reflections
inside the layer; themth-order image source is at depthzm

522mh. Figure 7 depicts the direct path~ABS! from a
scatterer at point A to the sonar and, for instance, the first
multiple path~ACDES! from the first-order image source A*
at depthz522h.

The field emitted from A and transmitted to S may
therefore be written as the summation of these image-source
contributions:

ps~u0!5 (
m50

` T1,0~u1,m!R1,0
m ~u1,m!R1,2

m ~u1,m!

Rm
ei @k0r 0,m1k1r 1,m#.

~14!

For the mth image source,r 0,m and r 1,m are the path
lengths in media 0 and 1,u1,m is the incident angle inside
medium 1, and 1/Rm is the spherical loss from the image

source to the receiver. The difference in phase termswm for
source~m! in Eq. ~14! and w0 for the direct path ABS is
obtained by

wm2w05k0~r 0,m2r 0!1k1~r 1,m2r 1!

5k0HS 1

cosu0,m
2

1

cosu0
D1k1hS 2m11

cosu1,m
2

1

cosu1
D ,

~15!

whereu0 andu1 are angles in media 0 and 1 for the direct
path.

Sinceh!H ~in a typical deep-water echosounding con-
figuration,h is a few meters whereasH is 1 to 5 km!, angle
u0,m may be considered as a small perturbation ofu0 accord-
ing to variations of 2mh. Developing Eq.~15! to the first
order gives~see details in the Appendix!:

wm2w052mk1h cosu1,m . ~16!

The conditionh!H allows the spherical loss to be ap-
proximated as 1/R0'1/R1'1/R2'¯ , meaning that the
extra range and the refraction effect raised by the layer are
negligible in the geometrical divergence loss. Also, the re-
flection and transmission coefficients may be approximated
as T1,0(u1)'T1,0(u1,1)'T1,0(u1,2)'¯ and R1,0(u1)
'R1,0(u1,1)'R1,0(u1,2)'¯ because of the very slight varia-
tion of the incident angle. This leads to the following expres-
sion for Eq.~14!:

ps~u0!5
T1,0~u1!

R0
eiw0 (

m50

`

R1,0
m ~u1!R1,2

m ~u1!e2ik1hm cosu1,

~17!

which features the classical expression20 for a transmission
coefficient in a layered medium. Hence, the backscattered
wave will be considered as one plane wave emitted upwards
in directionu1 ~Fig. 8!.

The water-transmitted field is now determined from

p05Deikz0
~z2h!,

~18!
p15Feikz1

z1Ce2 ikz1
z.

For computational convenience, it is now supposed that
the system depicted in Fig. 8 is generated by a virtual plane
wave coming from the basement with amplitudeL. Thus,F
5T2,1L and D5TrL, whereTr is the transmission coeffi-
cient from basement to water (T2,0) that can be obtained with

FIG. 7. Backscattered spherical wave: direct and first multiple path.

FIG. 8. Geometry for the backscattered wave.
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Eq. ~10! by inverting indices 0 and 2. The following relation
betweenD andF is obtained:

D5F
Tr

T2,1
. ~19!

Inside the sediment layer, the basement-backscattered
field is linked with the incident field by the relation

I d5s̃2~u1!I i1 , ~20!

with the intensityI d5uFu2R(kz1
)/2vr1 . Using Eq.~13!, one

obtains

uFu25uA1u2s̃2~u1!. ~21!

The outgoing intensity is written

I s5
uDu2 cosu0

2r0c0
5uDu2I i0 . ~22!

3. Synthesis

Using relations~21!, ~22!, and~19!, one can write for the
intensity backscattered and transmitted back to the water

I s5s̃2~u1!uAu2U Tr

T2,1
U2

I i . ~23!

Referring to Eqs.~1! and~11!, the transfer coefficient for
the basement underlying a single-sediment layer is finally

Cp25U Ta

T1,2
U2U Tr

T2,1
U2

. ~24!

If one neglects the multiple reflected paths inside the
sediment stack, this transfer coefficient becomes

C̆p25uT1,0u2uT0,1u2e24hJ~k1!/cosu1. ~25!

Figure 9 presents the computation results of Eqs.~24!
and ~25! for a medium-sand layer covered with various
thicknesses of mud, for parameters given in Table II.

The transfer coefficients are maximum at steep inci-
dences and decrease until the cutoff imposed by the critical
angles of the various interfaces. These coefficients tend to

zero beyond the highest critical angle. Oscillations associ-
ated with the resonant character of sound propagation inside
layers are superimposed over this global trend. The density
of these oscillations depends on the number of resonant
angles at a given frequency, whereas their levels depend on
the relative levels of interfering multipaths and hence upon
attenuation across the dissipative layers. These oscillations
therefore get closer and smoother when the layer thickness
increases. In the case shown in Fig. 9, the effect of multipath
interference is clearly negligible for the 1-m thickness, and
the simple expression~25! is then a good approximation. On
the other hand, for thinner mud layers, Eq.~25! is less ac-
ceptable, especially close to the critical angle cutoff where
the oscillation effect becomes dominant. These oscillatory
interference effects are obviously encountered in the result-
ing transferred backscattering strengths. Experimental evi-
dence of such oscillations may be found in the literature~see,
e.g., Ref. 13!.

B. General case

In the case of a multilayered seafloor as sketched in Fig.
1, the transfer coefficients are obtained by generalizing the
single-layer case. Thus, for layerl the transfer coefficient can
be written as

Cpl5uAl 21u2U Tl ,0

Tl ,l 21
U2

, ~26!

where Al 21 is the incident amplitude on layerl, obtained
from the following recursive relations:

Al 215
Ale

2 i j l

Tl 21,l
1Ble

i j l
Zl2Zl 21

2Zl
,

~27!

Bl5Al 21

Zl 212Zl

2Zl 21
1Bl 21

ei j l 21

Tl ,l 21
,

with

An5
Ta

Tn,n11
, Bn5Ta

Zn112Zn

2Zn11
.

Now Ta is the transmission coefficient from water to base-
ment (T0,n11) for the whole sediment stack:20

Ta5 )
j 5n11

1 Zin
~ j !1Zj

Zin
~ j !1Zj 21

ei j j , ~28!

with

Zin
~ j !5Zj

Zin
~ j 11!2 iZ j tanj j

Zj2 iZin
~ j 11! tanj j

; ~29!

and Zin
(n11)5Zn11 . Zin

(2) is the input impedance of the sys-
tem.

Figure 10 presents the sand-to-water and basement-to-
water transfer coefficients. The former is limited by the
water–mud critical angle, and the angle range of the latter is
narrower because of the steeper angle associated with the
water–sand contrast. The differences in global levels are eas-
ily accounted for by the respective sediment thicknesses con-
sidered.

FIG. 9. Transfer coefficients computed from sand layer to water, for differ-
ent mud thicknesses according to exact formulation@Eq. ~24!# ~solid curves!
or to approximate expression@Eq. ~25!# ~dashed curves!.
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All the above was developed for the case of depth-
invariant characteristics inside each layer, for which the
propagating waves are plane, thus making the reflection and
transmission coefficients straightforward to compute. Note
that the same method of transfer coefficient computation
may be readily adapted to the case of layers featuring depth-
varying sound speed, density, and attenuation. This was
evoked in Refs. 18 and 19 and will be presented with more
details in a future paper.

V. NUMERICAL EXAMPLES

A. Practical application

The total EIBS of a geoacoustic configuration may be
readily computed from the various elements presented in the
previous sections. Several steps are necessary. After the
acoustical parameters of each layer are defined~see an ex-
ample in Table II!, the individual BCS~related to their nature
and to the geological context! are computed at the various
interfaces by using a backscattering model such as Eqs.~3!–
~5!. Then these individual BCSs are modified according to
the acoustical parameters of the sediment stack in order to
define the local BCS, as described in Sec. III A and using
Eqs.~6! and~7!. The anamorphosis effect due to refraction is
accounted for by applying Eq.~8!. Next, the transfer coeffi-
cients from the various layers to the upper interfaceCpl(u0)
are computed using Eqs.~26!–~29!. Finally, the total equiva-
lent BCS is obtained by summing all the layer contributions
using Eq.~1!.

B. Two-layer model

The first example is the geoacoustic configuration pre-
sented in Table II. The results are in Figs. 11 and 12.

The total backscattering strength follows the modified
basement backscattering strength on a wide angular range.
The strong oscillation at 55 degrees is due to the transfer
coefficient Cp4 of the basement near the water/basement
critical angle~see Fig. 10!. Beyond this critical angle, the
total backscattering strength decreases rapidly and finally
follows the mud layer backscattering strength.

C. Comparison with Ivakin’s model

It is interesting to compare, both formally and in their
results, our EIBS model and the ‘‘unified approach’’ pro-
posed by Ivakin.9 While his is theoretically far more general
than ours, a ground of comparison may be found in the limit
case presented by Ivakin as the first-order approximation of
his model. In this case corresponding to single-scattering, the
two approaches provide nearly identical expressions@see his
Eqs.~64! and ~65! in Ref. 9#.

The two numerical models were compared in various
test cases.28 We present here a computation of roughness
backscattering by a two-layer seafloor~clay and silt layers
over a sandy basement! with parameters provided in Table
III.

The computation of this seafloor backscattering strength
through Ivakin’s first-order model is presented in Fig. 13,
and computation with the EIBS model is presented in Fig.
14.

The two models are in very good agreement, especially
for the location and the amplitudes of the oscillations. There

FIG. 10. Transfer coefficients for Table II configuration, computed from
sand layer to water~solid curve! and from basement to water~dashed curve!.

FIG. 11. Individual backscattering strength~dotted curves! with reference to
water, and EIBS~solid curve! for the geoacoustic configuration presented in
Table II.

FIG. 12. Local backscattering strength~dotted curves! weighted by their
transfer coefficient and EIBS~solid curve! for the geoacoustic configuration
presented in Table II.
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are small differences in the prediction of the backscattering
strength amplitudes from the two buried interfaces, but the
two computation results are very close.

VI. DISCUSSION

The EIBS model proposed in this article offers a wide
potential for the interpretation of experimental backscattered
data, in particular those obtained with low-frequency multi-
beam echosounders on soft sedimentary seafloors for which
penetration phenomena are notable. Actually its results have
already been compared to experimental data obtained with a
13-kHz multibeam echosounder in two configurations,17,19

revealing effects associated with sediment layering.
However, one has to be careful in using such a model

for experimental data validation, since its input parameters
are numerous and its output is very sensitive to small varia-
tions of the configuration. Its modular structure makes it pos-
sible to account for complex sedimentary structures. On the
other hand, increasing the complexity of the description in-
creases the number of input parameters needed, which may
make it difficult to provide the model with numerical values,
and may make its results risky to interpret. This raises sev-
eral issues. First, establishing a geoacoustic model for a
given real configuration unavoidably implies relying upon
available geological data; however, these are seldom usable
directly for the acoustical modeling purpose. For instance,
data obtained from geological analyses and geotechnical
measurements of sample cores are often very detailed, and

they must be simplified to make the acoustical model prac-
ticable. Also, the parameters coming from classical geologi-
cal investigations have to be transformed into usable acous-
tical parameters, using intermediate models.23 Moreover
some of the parameters needed in an acoustical model of
layered sediments are not accessible to measurement; for ex-
ample, it is practically impossible today to measure thein
situ roughness of buried layers. Finally, because of the high
number of input parameters and the limited information usu-
ally obtainable from the echosounder experimental data, am-
biguities may affect the interpretation: several different lay-
ered structures may provide more or less the same response
measured as an average intensity level.19

The theoretical limitations of the approach should also
be kept in mind. On one hand its overall validity depends on
the model used for local phenomena, and the transferred
backscattering strength cannot be expected to be more accu-
rate than the initial local one. We did not propose anything
new in this respect; we just present the local modifications to
be applied to a given classical model. Moreover, the EIBS
model itself is defined under the limitation of small pertur-
bations and single scattering, and hence its results should be
taken cautiously in the regimes of high-level scattering such
as the near-specular incidences.

To summarize, the EIBS model presented is basically a
formalization of a physically intuitive approach, that makes
it possible to describe the backscattering strength associated
with buried layers, considered as local phenomena filtered by
the overlying sediment structure. Such a physical concept
has already been presented and exploited~see, e.g., Refs. 2,
13, and 15!, but we believe that the EIBS approach is more
general and easier to use because of its detailed description
of the local backscattering phenomena modifications, its easy
extension to any number of layers, and its potential for pro-
cessing sedimentary characteristics that continuously vary
with depth. On the other hand, it agrees in a satisfactory way
with developments obtained from a general theoretical ap-
proach of the problem.9 The EIBS model is then proposed as
a practical compromise between a pragmatic approach of the

FIG. 13. Local and total backscattering strength for the seafloor model
presented in Table III computed with the first order of Ivakin’s model~Ref.
9!. ~This figure is taken from Fig. 1a in Ref. 28 by Ivakin.!

FIG. 14. Local and total backscattering strength for the seafloor model
presented in Table III computed with the EIBS model.

TABLE III. Geoacoustic parameters of the second numerical example
~comparison with Ivakin’s model!.

Layers: Water Clay Silt Sand

c (m•s21) 1500 1580 1650 1750
r 1 1.5 1.8 2
a ~dB/l! 0 0.3 0.5 0.6
g ¯ 3.25 3.25 3.25
bJ ~cm4! ¯ 431024 1023 231023

d ~cm! ¯ 50 20 ¯
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physical problem and a rigorous treatment of the backscatter-
ing phenomena.
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APPENDIX: PHASE DIFFERENCE FOR
BACKSCATTERED WAVE

Considering an image source A* at depthh* ~cf. Fig. 7
but the following is valid whatever the image-source order!,
the phase difference between paths AS and A* S is developed
as

Dw5k0HS 1

cosu0,1
2

1

cosu0
D1k1S h*

cosu1,1
2

h

cosu1
D

5k0HS 1

cosu0,1
2

1

cosu0
D1k1h* S 1

cosu1,1
2

1

cosu1
D

1k1~h* 2h!
1

cosu1
. ~A1!

Taking into account thatH@h, variations in h will
slightly modify u0 and u1 . Therefore, the difference
1/cosu*21/cosu may be written as the differential (]/]u)
3(1/cosu). Equation~A1! becomes

Dw5k0H
sinu0

cos2 u0
]u01k1h*

sinu1

cos2 u1
]u1

1k1~h* 2h!
1

cosu1
. ~A2!

Neglecting the second-order terms leads to the following ex-
pression for the phase difference:

Dw5k0H
sinu0

cos2 u0
]u01k1~h* 2h!

1

cosu1
. ~A3!

The relation between variations inh and u is obtained
from the expression of horizontal rangex:

x5H tanu01h tanu1 , ~A4!

the differential of which gives, neglecting the second order-
terms,

]u052tanu1 cos2 u0

]h

H
. ~A5!

Using Eq.~A5! in Eq. ~A3! leads to

Dw52k0 sinu0 tanu1]h1k1

h* 2h

cosu1
. ~A6!

Rewriting this expression with the use of the Snell–
Descartes relation@Eq. ~8!# gives

Dw52k1

sin2 u1

cosu1
]h1k1

h* 2h

cosu1

5k1 cosu1~h* 2h!5kz1
~h* 2h!. ~A7!

Hence, the phase difference between an image-source geo-
metrical path and the direct path is simply approximated by
the corresponding plane wave phase difference. Since for
image~m!, h* 5(2m11)h, it becomes

Dwm52kz1
mh. ~A8!
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Bubble clouds and their transport within the surf zone as
measured with a distributed array of upward-looking sonars
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A collaborative, multi-institute experiment called the Scripps Pier Experiment was conducted in the
vicinity of the Scripps pier in La Jolla, California, in March 1997 to study the fate of bubbles in the
surf zone and the effects of these bubbles on acoustic propagation. This paper discusses data
gathered by the Applied Physics Laboratory, University of Washington, using a set of four
upward-looking sonars~frequency 240 kHz!, which simultaneously measured vertical profiles of
acoustic volume scattering from bubbles at four locations. The transport of bubbles via rip currents
emerged as an important, though episodic and localized, feature of the acoustic environment in the
surf zone. Images of volumetric backscattering strength vs time and depth reveal the episodic events
~of increased scattering level! lasting between 5 and 10 min caused by the passage of bubble clouds
over the sonar. Time lags for the onset of increased scattering at the four locations are consistent
with a seaward velocity of the bubble clouds of order 10 cm/s, and the length scales of these bubble
clouds in the seaward direction are inferred to be in the range 50–100 m. The influence of the
incoming surface wave field is also discussed. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1331108#

PACS numbers: 43.30.Ft, 43.30.Pc@DLB#

I. INTRODUCTION

The surf zone is an extremely challenging environment
for the operation of sonars. Although its shallowness means
that sound transmission through the surf zone must invari-
ably include interaction with its surface and bottom bound-
aries, the defining acoustic characteristic of the surf zone is
the high concentration of bubbles. The process of bubble
generation in the surf zone has been studied by Deane,1,2

whose focus has been on the sound produced by bubbles
associated with individual breaking waves. Deane showed
through the analysis of photographic images taken within the
active wave-breaking region of the surf zone~or breaker
zone! that air entrainment by shallow-water breaking
wavecrests forms bubbles whose radiia span the range
O(10) mm to O(10) mm, and that these bubbles can be or-
ganized into clouds which commonly extend a meter into the
water column within the breaker zone~or about half the total
depth!.

Immediately seaward of the breaker zone within which
bubble generation occurs, rip currents, which are narrow
strong return flows directed seaward,3,4 can play a important
role in determining the fate of bubbles in the surf zone. The
Scripps Pier Experiment was conducted during the first 2
weeks of March 1997, off the Scripps pier in La Jolla, Cali-
fornia. Its primary objective was to measure properties of
bubbles within the outer region of the surf zone, such as
bubble concentration and size distribution, the spatial and
temporal scales of organized bubble clouds, and the transport
and diffusion of bubbles as mediated by rip currents. To
accomplish this objective, instruments for measuring

bubbles, ambient noise, and surface waves were assembled
by the Naval Research Laboratory at the Stennis Space Cen-
ter ~NRL-SSC!, the Institute of Ocean Sciences~IOS!, the
Scripps Institute of Oceanography~SIO!, and the Applied
Physics Laboratory, University of Washington~APL-UW!.
These instruments were deployed 10 m off the north side of
the Scripps pier, nominally 50 to 100 m seaward of the
breaker zone, depending on tidal stage.

This paper discusses the measurements made by
APL-UW during the Scripps Pier Experiment, using a dis-
tributed array of four upward-looking sonars, each called a
SALMON unit, for Shallow water Acoustic Lightweight
MONitor. When combined into an array, these units simul-
taneously measured vertical profiles of acoustic volume scat-
tering from bubbles at their respective locations within the
measurement field. The experiment and measurement system
are described further in Sec. II. In Sec. III we briefly discuss
the topic of acoustic scattering from bubbles to make clear
the nature of our measurements, the corrections applied in
the initial data processing, and our notation. Also discussed
in this section is a new way of quantifying the range of
bubble radii that contributes to backscattering as function of
acoustic frequency. Observations are presented in Sec. IV.
These are in the form of images of volumetric backscattering
strength versus time and depth, which reveal the effects of
seaward advection of large-scale bubble clouds by rip cur-
rents. Additionally, time averages of the data are presented,
which yield estimates of the bubble concentration and the
characteristic depth to which the bubbles have been dis-
persed during the course of their advection. A summary is
given in Sec. V.a!Electronic mail: dahl@apl.washington.edu
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II. EXPERIMENTAL MEASUREMENT SYSTEM

Figure 1 shows three of the four SALMON units prior to
their 10-day deployment in the surf zone off the Scripps pier.
Each unit consists of a stout frame housing a transducer and
instrument case containing transmitting and receiving elec-
tronics, a pressure wave gauge, and a tilt meter. The units
were controlled from a base on the Scripps Pier via under-
water cables, and important system diagnostics, e.g., tilt,
could be ascertained remotely. The units were hand carried
and lowered into the water for final positioning by divers
from NRL-SSC and operated on demand throughout the 10-
day deployment in the punishing underwater environment of
the surf zone.

The four transducers transmitted simultaneously~with a
source level of 179 dBre mPa at 1 m! at 0.5-s intervals a
rectangular pulse of width of 0.1 ms and center frequency
240 kHz, giving a vertical resolution of approximately 8 cm.
The one-way half-power beamwidth of all four transducers
was 6°. The face of each transducer was placed 0.67 m above
the seabed, and data recording started after a time delay
equivalent to a range of 0.7 m to ensure that measurements
were made in the transducer’s far field~;0.5 m!. Data from
the pressure gauges were recorded simultaneously along with
the acoustic data, but at 0.25-s intervals. These pressure mea-
surements were converted to sea surface elevation above
each sensor unit, assuming the measured pressure field was
hydrostatic. In addition to wave height and wave spectral
information, the pressure data were used to establish the lo-
cation of the air/sea interface during periods of severe acous-
tic attenuation from bubbles.

The NRL-SSC delta frame,5 an equilateral triangle with
sides of approximately 10 m, established the primary locus
of measurement activity. The delta frame was placed 10 m
north of the Scripps pier between pier pilings 33 and 34.
Figure 2 shows the location of the delta frame with respect to
the Scripps pier and the four SALMON units. Two of the
four units~units 1 and 2! were located along a line parallel to
the anticipated seaward flow of bubbles, and two units~units
3 and 4! were offset on either side of this line. This layout

was intended to maximize the ability to measure the larger
spatial scales of a bubble field as it advected over the delta
frame.

More information concerning the delta frame is given by
Carutherset al.,5 who discuss the results of the multifre-
quency sound propagation and attenuation measurements
made by NRL-SSC during the Scripps Pier experiment.
Also, Vagleet al.,6 Farmeret al.,7 and Terrill and Melville8

discuss measurements made by IOS and SIO which included
horizontal-looking sonars directed shoreward from the
Scripps pier and instruments for measuring the bubble size
distribution in the breaker zone. These works, along with this
paper and one by Rouseffet al.,9 constitute a developing set
of archival works covering the 1997 Scripps Pier Experi-
ment. The observations of bubbles presented in this paper
complement those presented in Refs. 5–9 insofar as our mea-
surements reveal information on the vertical distribution of
bubbles, as measured at four locations, and the seaward flow
speeds of organized bubble clouds, as inferred from the time
delay between the arrival of the increased scattering associ-
ated with these bubble clouds at each sensor location.

III. ACOUSTIC SCATTERING FROM BUBBLES

Our measurements of bubbles are in the form of the
backscattering cross section per unit solid angle, or
sv @m21#, which is defined by the integral

sv5E sbs~a!N~a!da, ~1!

wheresbs(a) is the backscattering cross section of a single
bubble, andN(a) is the bubble size distribution function
giving the number of bubbles per cubic meter per unit radius
for radii betweena anda1da. For sbs(a) we use~e.g., cf.
Ref. 10!

sbs~a!5
a2

@~ f R / f !221#21d2 ~2!

FIG. 1. Photograph of three of the four SALMON units made just prior to
their deployment in surf zone waters off the Scripps pier.

FIG. 2. Plan view and grid of the experimental area showing the delta frame
and locations of the four SALMON units, labeled 1–4. Bubbles entrained in
the seaward flow of rip currents were first seen on unit 2, then 4, 3, and 1.
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which is valid forka!1, wherek is the acoustic wave num-
ber;d is the total damping coefficient,f is the frequency, and
f R is the resonant frequency. The resonant frequency is
related to the bubble radius and depthz by f R

53.25A110.1z/a, where all units are in MKS. We report
the decibel equivalent,Sv510 log10sv , in dB re m21. The
sonar equation is used to compute initial estimates ofsv vs
range from the sonar, which are then corrected for the effects
of excess attenuation from bubbles. Knowledge of the bubble
size distribution is required for this procedure, and thus we
incorporate information aboutN(a) derived from the multi-
frequency attenuation measurements made during the
Scripps Pier experiment by Carutherset al.5 and Terrill and
Melville.8 Specifically, Carutherset al. report estimates of
N(a) for bubbles with radii in the range 16 to 100mm.
Below is a good representation of all sixN(a) functions
shown in their Figs. 10–15, expressed here asn(a); n(a)
differs fromN(a) by a multiplicative constant scaling factor
q, which can be set with either a known void fraction orsv:

n~a!51, 16 mm<a<40 mm, ~3a!

n~a!5~a/40 mm!23.4, 40 mm,a<100 mm. ~3b!

For small bubbles, we postulate thatn(a) behaves as

n~a!5~a/16mm!3, a,16 mm. ~3c!

For large bubbles, we take thea25 power law behavior re-
ported by Terrill and Melville, giving

n~a!5~a/100mm!25, a.100 mm. ~3d!

The range of bubble radiia is such that 1mm<a
<200 mm. It is not surprising that theN(a) associated with
bubbles near the delta frame measurement area is quite dif-
ferent from the one that Deane estimated from photographic
evaluation of nascent bubbles in the active breaker zone, e.g.,
as in Fig. 7 of Ref. 1. By the time bubbles have advected
from the breaker zone where they are generated to the delta
frame, they have existed forO(10) min.

Corrections for bubble-mediated excess attenuation
commence at a range of 1 m from the sonar. The value ofSv
at that point, calledSv0

, is used for correctingSv in the next
range bin, and so on up to the sea surface, which produces a
distinctive reflection. A new scaling factorq is computed at
each of the range bins, which are separated bydR53 cm.
For example, at the starting range, where no correction is
applied,

q15
10Sv0

/10

*1 mm
200mmsbs~a!n~a!da

. ~4!

Next, the bubble-mediated attenuationa1 ~in dB/m! that is
applied to the uncorrectedSv1

8 in the next range bin is given

by

a154.34q1E
1 mm

200mm

se~a!n~a!da, ~5!

wherese(a) is the extinction cross section per unit volume
and equals (4pd/ka)sbs . We proceed to convert uncor-
rected valuesSv j

8 to corrected valuesSv j
via

Sv j
5Sv j

8 12dR(
j 51

N

a j . ~6!

Note that there are a few instances where the bubble concen-
tration is sufficiently high as to nearly extinguish the sound
pulse and prevent backscatter from the sea surface. Under
these circumstances, the correction procedure, which is es-
sentially a first-order multiple scattering representation,11 is
no longer valid. The air/sea interface, however, can still be
located using the pressure time series. Note that for strong,
but otherwise measurable, backscatter, e.g., forSv5225
dB, a equals about 0.5 dB/m, which is comparable to direct
measurements of attenuation made at 244 kHz by Caruthers
et al.5

It is useful to evaluate how backscattering measurements
made at 240 kHz respond to this bubble size distribution. For
this we define the probability density function~PDF! p(as)
by recognizing that the positive quantitiessbs(a) andn(a)
can be combined into a PDF for the variableas . ~On the
basis of the Lebesgue decomposition theorem,12 any non-
negative function that integrates to unity can be identified as
a PDF for some variable.! The variableas is defined as the
radius of a bubble contributing to the backscatter at a speci-
fied acoustic frequency, where

p~as!5
sbs~as!n~as!

*1 mm
200mmsbs~a!n~a!da

, ~7!

and the sample space over whichas is defined is the same as
the range fora ~1–200mm!. Figure 3 shows the PDF corre-
sponding to then(a) described above and a frequency of 240
kHz, along with one based on a frequency of 70 kHz; note
the dominant effect of scattering by resonant-sized bubbles
at the lower frequency. We shall call the expected value
E(as) the scattering centroid, or sc, and the square root of
the varianceE(as2sc)2 thescattering spread, or dsc. With
the above representation ofn(a), thensc555mm anddsc
539mm at 240 kHz, andsc553mm anddsc515mm at 70
kHz. A good measure of the central tendency of volumetric

FIG. 3. Probability density function~PDF! for the variableas , defined as
the radius of a bubble contributing to the backscatter for a set acoustic
frequency. Two PDFs are shown, one for an acoustic frequency of 70 kHz
and one for 240 kHz.

135 135J. Acoust. Soc. Am., Vol. 109, No. 1, January 2001 Peter H. Dahl: Bubble clouds transport in the surf zone



backscattering from bubblesvis-à-vis bubble radius is to take
a range6dsc aboutsc. For example, at 240 kHz approxi-
mately 90% of the scattered intensity is due to bubbles with
radii of 16 to 94mm, while at 70 kHz this range narrows to
38 to 68mm. Importantly, thesesc anddsc values for 240
kHz are relatively insensitive to alternative representations of
the behavior ofn(a) at the bubble radii of,16 mm that we
have postulated.

Finally, Sv is mapped to void fraction, defined as the
ratio of the volume of air to the volume of the sample region.
The mapping assumes a sonar frequency of 240 kHz plus the
n(a) defined above for bubble radii between 1 and 200mm,
and is as follows:

log10void fraction50.1Sv23.67. ~8!

Since n(a) goes asa25 for larger bubble radii, smaller
bubbles are more important for determining void fraction
~see Ref. 1 for further discussion on this point!. This map-
ping produces a higher void fraction~by about a factor of 7!
for a givenSv than the result given by Dahl and Jessup13 for
the same frequency, obtained in studies of ambient oceanic
bubble populations. One expects this, however, since most
studies of ambient oceanic bubble populations, e.g., those
reported by Vagle and Farmer,14 shown(a) reaching a maxi-
mum in the vicinity of 20mm.

IV. OBSERVATIONS

Acoustic transmissions from the SALMON units were
coordinated with measurement periods of the other instru-
ments located on or near the delta frame to prevent interfer-
ence. A synchronized measurement run lasted typically 5000
s, or 83 min and 20 s. In this paper, as in Ref. 5, we discuss
results from measurement run 7, which began at 1426 PST
on 8 March. As noted in Ref. 5, rip currents were more
prevalent during periods of low tide, which produced active
surf breaking and swash in the region nominally 100–150 m
shoreward of the delta frame measurement area. A spring
tide was in effect on 8 March, with the start of run 7 coin-
ciding with the low water point and the beginning of the
incoming tide. The mean water depth at unit 2~as deter-
mined from the pressure data after time averaging to remove
wave effects! at the start of run 7 was 4 m, which increased
to 4.25 m over the next 80 min.

Figure 4 shows a surface wave height frequency spec-
trum from run 7, as determined by the pressure data from
unit 3. The rms wave height is about 0.3 m, and there is a
broad peak in the vicinity of 0.1 Hz. Interestingly, there is
also a significant peak near 0.06 Hz, which is possibly asso-
ciated, through nonlinear interaction,15 with the peak near
0.18 Hz. Given the mean water depth of 4 m, the peak at 0.1
Hz corresponds, via finite-depth linear theory, to a wave-
length of 61 m. However, the time series of surface elevation
show nonlinear effects such as an extended duration of the
trough phase compared to that of the peak phase. Using the
dispersion relation for finite-depth, nonlinear Stokes waves16

and taking a typical wave amplitude to be 0.4 m puts the
wavelength at 0.1 Hz closer to 63 m.~The influence of these
nonlinear waves on the structure of bubble clouds is illus-
trated in Fig. 7.!

Figure 5 shows an 80-min display ofSv ~with the above
corrections for bubble attenuation applied! versus depth and
time ~representing 96% of run 7!. The plots in Fig. 5 are
arranged such that their order, from top to bottom, represents
units 2-4-3-1, or increasing distance in the seaward direction
~see Fig. 2!. The sea surface is represented on each plot by
the brown color indicative of intense backscatter~essentially
reflection! from the air/sea interface, and the vertical depth
scale on each plot is referenced to a nominal mean still-water
level. Although rip currents do carry a sediment load which
increases optical turbidity~see, e.g., Smith and Largier17!,
we shall assume, based on the huge scattering advantage of
bubbles over that of suspended particulates, that scattering
from within the water column is associated primarily with
entrained bubbles. As remarked earlier, our procedure for
correcting bubble attenuation is not applicable when bubbles
are in such high concentration that the sound pulse is nearly
extinguished owing to bubble scattering and absorption. This
condition is shown in the top plot between minutes 14 and 17
and in the third-from-top plot between minutes 15 and 17.

Letters A–E, shown only in the uppermost plot, identify
five sustained periods of increased bubble scattering, which
we have classified as episodic events and interpret as the
passage of organized, large-scale, bubble clouds. This clas-
sification is somewhat arbitrary; e.g., events C and D have
early and late phases, each of which could constitute a sepa-
rate event. However, we choose to define an event as the
existence of a well-defined scattering front caused by a rapid
increase in scattering level that~1! first appears in the data
from unit 2, and~2! then in the data from the other three
units located seaward of unit 2, with approximately the same
scattering strength and duration but with increasing delay
with increasing seaward location of the sensor unit. The one
exception is event B, in which the front arrives at unit 3
about 30 s before it arrives at unit 4, just shoreward of unit 3.
These same five events can be identified in Fig. 6 of Caru-
thers et al.,5 which shows five periods of sustained high
bubble attenuation~including the early and late phases of

FIG. 4. Frequency spectrum corresponding to run 7, measured by the pres-
sure sensor located at SALMON unit 3. For reference, the dotted line shows
a slope off 24. A significant peak near 0.06 Hz and its third harmonic, 0.18
Hz, are identified by the markers.
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events C and D!. Based on the time delay between the arrival
of these fronts at the three units located seaward of unit 2, we
estimate the seaward advection speedVd f at the delta frame
site to be 7, 19, 7, 17, and 20 cm/s for events A–E, respec-
tively.

The delay effect is best viewed with a less compressed
time scale such as that in Fig. 6, which shows a 25-min
subset of the data shown in Fig. 5 including the fronts asso-
ciated with events C and D. The small white triangles in the
top and bottom plots each point to a smaller scattering fea-
ture about 45 s in duration seen only on inner unit 2 and, 55
s later, on outer unit 1. We postulate that this scattering fea-
ture originates from the same discrete bubble cloud, and the
inferred seaward velocity of this bubble cloud is 0.25 m/s. If
we invoke Taylor’s frozen turbulence hypothesis, the 45-s
duration implies that the cloud’s extent, or outer scale, in the
seaward directionLS ~parallel to the pier! is ;11 m. The fact
that the cloud is detected only by units 2 and 1 implies that
the cloud’s extent in the longshore directionLL ~perpendicu-
lar to the pier! is ,12 m. Using similar arguments, we find
that the larger organized bubble clouds associated with scat-
tering events A–E all haveLL.12 m, based on the fact that

these events eventually produce a simultaneous scattering
response on all four units. Their seaward extents can also be
inferred by the scattering duration, which ranges from about
5 to 10 min, combined with their inferred velocities; these
results putLS in the range of 50 to 100 m. Thus, area cov-
erage of these organized bubble clouds is in the range of 500
to 1000 m2. Finally, there are intermittent periods of tempo-
ral variation inSv that appear to be related to the dominant
frequency of the surface waves.~For example, as depicted in
the bottom plot of Fig. 6 near the label C.! Mechanisms for
this variation may be, in part, similar to those discussed by
Dahl and Plant.18 This will be investigated in more detail in
future work.

Figure 7 shows 65 s of data from inner unit 2~top plot!
and outer unit 1~middle plot! corresponding to the passage
of the discrete bubble cloud seen only by these two units and
identified by the white triangles in Fig. 6. The time scale for
the middle plot has been shifted by 55 s in order to compare
the data. The bold white line on the top and middle plots
shows the location of the air/sea interface as determined
from the pressure records. At both times and locations, the
cloud’s bottom contour with respect to a fixed reference

FIG. 5. Depth-versus-time display of decibel equivalent of the backscattering cross section per unit volume, orSv in dB. The 80-min duration represents 96%
of run 7. The four plots are arranged such that their order, from top to bottom, represents data from SALMON units 2-4-3-1, or increasing distance in the
seaward direction, as shown in Fig. 2. The sea surface is represented on each plot by the brown color. The depth axis is relative to a nominal mean still-water
level. The letters A–E, shown only in the top plot, identify five sustained periods of increased bubble scattering that are classified as events.
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frame is governed by water column displacements associated
with the dynamics of surface waves. The surface wave field
above the outer sensor~and 55 s later! provides a particularly
nice illustration of nonlinearities in the surface waves. The
dashed line in the middle plot tracing a portion of the cloud’s
bottom contour at the location of unit 1 is simulated vertical
displacement associated with a finite-depth Stokes wave. The
parameters for this wave are wave period 11 s, wave ampli-
tudea 0.35 m, and depth 4.4 m, which corresponds to a wave
number of 0.0869 radians/m, or a wavelength of 72 m.~Note
that the wave amplitude is such that 2a corresponds to the
peak-to-trough height of the Stokes wave.! The equation for
vertical displacement giving the dashed line is derived from
Whitham’s16 equation for the velocity potential of a finite-
depth Stokes wave, carried out toO(a2).

Finally, the bottom plot of Fig. 7 shows the depth-
averagedsv ~in dB! of the bubble cloud measured at each
location. This processing largely removes differences due to
the variation in the surface wave field, and the two depth-
averaged time series now appear quite similar, lending fur-
ther credence to our assertion that these are indeed the same
bubbles. Again, assuming that a Taylor’s frozen turbulence
hypothesis applies, and using an advection speed of 0.25
m/s, we see that coherent structure on scales of order 1 m in

the seaward dimension is preserved in the course of advec-
tion over the delta frame site.

Figure 8 shows a time series of void fraction as mea-
sured by the sonar located on SALMON unit 2. The void
fraction estimate was calculated from Eq.~8!, using Sv

510 log10̂ sv&z , where in this casêsv&z is a depth average
over a 0.25-m-thick layer centered at 1 m~thick gray line!
and 2 m~thick dashed line! below the time-varying sea sur-
face ~with sea surface elevation determined by the pressure
data!. Upon taking the depth average, the result was then
time averaged over a 30-s window equivalent to 60 sonar
pulses. Letters A–E corresponding to the five primary
bubble-scattering events first depicted in Fig. 5 are also
shown in this figure. A characteristic time scale for the
events, defined as a sustained high void fraction that exceeds
1027, ranges between 5 and 10 min. Alternatively, event B is
particularly suited to using an exponential decay law to de-
scribe the decay in void fraction after its initial sharp onset.
Here, the time constant of the exponential is 4 min, and the
decay law is shown by the dotted-dashed line.

The void fraction within the layer centered at 1 m is, for
the most part, greater than or equal to that found in the layer
centered at 2 m. A notable exception is the start of event B,

FIG. 6. Same as Fig. 5, but display ofSv starts 50 min after start of run 7, and duration is 25 min. Events C and D are now identified on the data displays
of all four SALMON units. The two white triangles mark a scattering feature seen only on inner unit 2 and, 55 s later, on outer unit 1.
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where as remarked earlier the signal in the upper region of
the water column is reduced owing to bubble attenuation.
Also, the smaller bubble cloud seen near the surface and
discussed in Fig. 7 produces an abrupt jump in void fraction
seen only in the 1-m data shortly after min 31. Thus, this
cloud would not have been detected by instruments mounted
on the delta frame.

To evaluate further the dependence of void fraction on
depth, the void fraction is averaged over a time window cor-
responding~approximately! to the uninterrupted time span
during which the void fraction exceeds 1027 for each event.
Figure 9 shows the time-averaged void fraction vs depth be-
neath the time-varying sea surface for the five events~plots
labeled A–E, along with their advection speeds! and their
overall average~plot labeled AVG along with the average
advection speed!. The event time averages are computed for
each sensor separately, with data from each sensor shown by
the thick, colored lines. The overall average~thick, black line
in the lower right plot! corresponds to an average over all
four sensor units and all five events. A background time-
averaged void fraction versus depth for each unit is also
shown ~thin, dashed colored lines!, along with the average

FIG. 7. Expanded view of depth-versus-time display ofSv showing 65 s of data from inner unit 2~top plot! and outer unit 1~middle plot!. Note that the time
scale for the middle plot is shifted by 55 s. The bold white lines in the top and middle plots represent the air/sea interface as determined from the pressure
gauges located within each unit. The dashed line shown in the middle plot is simulated vertical displacement based on a finite-depth Stokes wave. The bottom
plot shows depth-averagedsv ~expressed in dB! versus time, which removes the effect of a time-varying air/sea interface. The 1-m scale represents length in
the seaward dimension based on an advection speed of 0.25 cm/s.

FIG. 8. Time series of void fraction measured by the sonar located on
SALMON unit 2. The letters A–E correspond to the same events identified
in Fig. 5. The dashed line corresponds to a 0.25-m-thick layer centered 2 m
below the time-varying sea surface, and the solid, gray line corresponds to a
0.25-m-thick layer centered 1 m below the time-varying sea surface. The
dotted line plotted over the data in the vicinity of event B is an exponential
decay model with a time scale of 4 min.
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over all four units~thin, dashed black line! in the plot at the
lower right. The background estimates are derived by aver-
aging over times~such as in the vicinity of minute 30 in Fig.
5! between high-scattering events.

With exception of event A, where the data from unit 4
~green line! and unit 2~red line! are significantly lower and
higher, respectively, than data from the other two units, the
data from the four units display a central tendency in both
level and depth scale. This tendency is illustrated in the over-
all average shown in the lower right plot. The average back-
ground void fraction during run 7 is about 1027.5, which
itself is acoustically significant, and the void fraction in-
creases by roughly an order of magnitude owing to the influx
of bubbles advected by a rip current. The dashed red lines
plotted over the average results are simple representations
based on an exponential reduction in void fraction with dis-

tancez beneath the time-varying surface elevation. This rep-
resentation is

b~z!5b0e2z/Lz, ~9!

whereb is the average void fraction,Lz is the exponential
depth scale, which is 2.3 m and applies to both background
and events, andb0 is the average void fraction just below the
air–sea interface, which is 1027.2 for the background and
1026 for the events. The dashed horizontal line at 10 cm in
the lower right plot marks the point where pulse resolution
limits our ability to reliably distinguish between volume
scattering from entrained bubbles and surface scattering from
the air–sea interface. Thus, averaged data above this line are
of questionable value. We would expect reality to lie be-
tween the averaged data and the exponential decay law.

FIG. 9. Time-averaged void fraction
versus depth beneath the time-varying
sea surface for the five events~plots
labeled A–E, along with their advec-
tion speeds! and their overall average
~plot labeled AVG along with the av-
erage advection speed!. The event
time averages computed for each sen-
sor separately are shown by the thick,
colored lines. The overall average cor-
responds to an average over all four
sensor units and all five events and is
shown by the thick, black line in the
lower right plot. A background time-
averaged void fraction versus depth
for each unit is also shown~thin,
dashed colored lines!, along with the
average over all four units~thin,
dashed black line in the lower right
plot!. Dotted horizontal line in the
lower right plot corresponds to a depth
of 10 cm and marks beginning of a
region of ambiguity in surface resolu-
tion as determined by pulse length.
The dotted lines plotted over the aver-
aged data are simple exponential de-
cay representations of the averaged
data.
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Finally, we can make a crude estimate of the timeT over
which bubbles have undergone advection, starting from their
generation within the breaker zone and ending at the delta
frame measurement site, by projecting the estimated rip-
current speeds back toward the breaker zone. For this we
shall assume that most of the rip-current field between the
breaker zone and the delta frame is confined within a fixed-
width channel and that the current undergoes minimal lateral
expansion in the longshore dimension. This inner part of the
rip-current field is called the neck. At a point farther sea-
ward, the current does expand laterally, becoming more ed-
dylike, and this outer part of the current is called the rip
head.19 If we assume, furthermore, that the flow is uniform in
depth at least within the neck region,20,21 then by mass con-
servation the speed of the seaward current increases with
distanceX from the delta frame in the direction toward the
breaker zone, and goes asV(X)54Vd f /@42X tan(1.2°)#,
whereVd f is the current speed estimated at the delta frame,
1.2° is the nominal bottom slope,6 and 4 m is thewater depth
at sensor unit 2.

We take the nominal distance from the delta frame to the
breaker zone to be 75 m, givingT'300 s whenVd f is 20
cm/s andT'870 s whenVd f is 7 cm/s. Next, we estimate the
magnitude of the average vertical eddy diffusivity,kv , based
on bubbles mixing to depthLz over a time scaleT, using
kv;Lz

2/2T. This putskv in the range 0.003 to 0.009 m2/s,
and varying linearly withVd f within this range. These mag-
nitude estimates forkv are reasonably consistent with more
precisely modeled estimates ofkv recently computed by
Vagleet al.6 based on a turbulent boundary layer model. We
expect to carry out more detailed comparisons between the
depth-dependent void fraction estimates presented here and
the model for bubble diffusion in the surf zone discussed in
Ref. 6.

V. SUMMARY

Bubble clouds within the outer region of the surf zone
have been studied using a distributed array of four upward-
looking sonars as part of the 1997 Scripps Pier experiment
involving several organizations. The bubble clouds were cre-
ated in the inner, or breaker zone, region of the surf zone by
shoaling waves, and the bubbles reached the measurement
site through the process of seaward advection by rip currents.
This study demonstrates how the seaward transport of
bubbles via rip currents can dramatically alter the acoustic
environment in the outer region of the surf zone, when this
outer region is fed by rip currents which are themselves both
episodic and localized.

The sonar measurements were in the form of volumetric
backscattering strengthSv ~in dB! versus depth and time and
were made at an acoustic frequency of 240 kHz. A function,
proportional to the size distribution of bubbles transported by
rip currents into the outer region of the surf zone, was de-
fined. This function,n(a), wherea is bubble radius, repre-
sents an amalgamation of multifrequency bubble attenuation
measurements, which were more sensitive to bubble radius,
made by other members of the experimental collaboration.
The relation betweenn(a) and frequency-dependent volu-

metric backscattering was also quantified by way of a PDF
for the contribution to backscattering as a function of bubble
radius at a specific acoustic frequency. At our frequency of
240 kHz, for example, bubble radii within the range 16 to 94
mm contributed 90% of the backscattered acoustic energy.

Depth-versus-time images ofSv revealed episodes of
high scattering, called scattering events, associated with the
passage of large-scale bubble clouds over the four measure-
ment locations. Five of such events, each of duration
O(100) s, were identified in the 83 min of continuous mea-
surements examined here. Based on a mapping betweenSv
and void fraction, which depends onn(a), the average void
fraction over the duration of these events was ofO(1026),
with a somewhat higher void fraction observed over periods
lasting a few seconds. We emphasize that our void fraction
estimates depend on a mapping between our observable,sv ,
and the void fraction, based on the form for the bubble size
distribution,n(a), discussed in this paper. The speed of sea-
ward advection of these bubble clouds was estimated from
the delay between the arrival of the event’s front at each of
the four sonar locations. These speeds ranged from 7 to 20
cm/s, although the speed associated with a smaller scattering
feature, seen only on two of the four sonar units, was esti-
mated to be 25 cm/s.

The outer length scales in the seaward directionLS of
the bubble clouds associated with the high-scattering events
were estimated from their duration time and the seaward ad-
vection speed. These calculations putLS in the range of 50–
100 m. In terms of the outer length scale in the longshore
direction (LL), this estimate was bounded byLL.12 m,
since the events were eventually seen simultaneously at units
3 and 4, which were separated in the longshore direction by
12 m. A characteristic depth scale for the bubble clouds was
estimated to be;2.3 m. Using this value along withT, the
time over which bubbles have undergone advection and ver-
tical mixing, in the range 300–870 s, puts an estimate of the
vertical eddy diffusivitykv in the range 0.003–0.009 m2/s.

The incoming wave field at the location of each unit was
measured with a pressure gauge. The peak period of the fre-
quency spectrum for the incoming wave field was close to 10
s, which translates to wavelengths of about 63 m according
to finite-depth nonlinear wave theory. The influence of this
wave field was illustrated by modeling the time-varying in-
terface between the organized bubble cloud and the sur-
rounding water, which had a much lower concentration of
bubbles, with a finite-depth Stokes wave.
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Acoustic scattering by internal solitary waves
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High-frequency underwater acoustic transmissions across the Strait of Gibraltar were used to
examine acoustic scattering caused by the unique internal wave field in the Strait. Internal solitary
waves of 100 m in amplitude propagate along the interface between an upper layer of Atlantic water
and a lower layer of Mediterranean water. The interface is also strongly modulated by internal tides
of comparable amplitude. As internal solitary waves cross the acoustic path, they cause sharp
soundspeed gradients which intermittently refract acoustic rays away from normal sound channels.
Internal tides vertically shift soundspeed profiles for additional travel time variability. Although the
acoustic scattering is quite complicated, it is also surprisingly robust, making it a good candidate for
modeling. Key features of the acoustic arrival pattern can be accounted for in some detail by a
model description of the complex hydraulics in the Strait. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1329624#

PACS numbers: 43.30.Re, 43.30.Ft, 43.30.Cq@DLB#

I. INTRODUCTION

The Strait of Gibraltar Acoustic Monitoring Experiment
was conducted in April 1996 as a joint project between the
Scripps Institution of Oceanography and the Institut fu¨r
Meereskunde, University of Kiel. One goal of the experi-
ment was to explore the acoustic scattering caused by the
internal wave field in the Strait of Gibraltar. This article
addresses that goal by describing a physical model used in
the forward scattering problem that reproduces much of the
observed acoustic channel impulse response.

The scattering effects of internal waves on acoustic
transmissions in deep water are now reasonably well under-
stood~Flattéet al., 1979; Flatte´, 1983!. Internal wave effects
on shallow water transmissions have received much attention
recently despite the difficulties associated with shallow water
acoustics, such as bottom interactions and range-dependent
oceanography~Apel et al., 1997; Preisig and Duda, 1997;
Tang and Tappert, 1997; Lynchet al., 1996; Rubenstein and
Brill, 1991; Zhouet al., 1991!. The study of the interactions
of acoustic transmissions with internal solitary waves and
internal tides is important because internal solitary waves
and internal tides are now known to be common in shallow
water, straits, and gulfs, and scattering from internal waves is
one of the factors limiting the use of acoustics in these inter-
esting places.

In shallow water, internal waves are frequently observed
as packets of solitary waves with well-defined wavelengths.
Several studies have modeled acoustic transmissions through
simulated packets of internal solitary waves with shapes
similar to those observed on continental shelves~Duda and
Preisig, 1999; Preisig and Duda, 1997; Tielburger, 1997;
Rubenstein and Brill, 1991; Zhouet al., 1991; Baxter and
Orr, 1982!. Common to most of these studies was their focus
on normal mode fluctuations and mode coupling caused by
internal waves. The shallowness of the waters under study
also made the acoustic effects of internal waves difficult to
isolate because of surface and bottom interactions, and sev-

eral were hindered by insufficient environmental data. In this
work, a geometric ray approach was best suited for the high-
frequency, broadband, forward scatter problem, but the
sound channel impulse response could have been calculated
using normal mode code as the equivalence of travel time
variance of geometric rays and a truncated sum of acoustic
modes has been shown~Traykovski, 1996!.

This article offers another example of modeling acoustic
transmissions through moving internal solitary waves, but
several features make the Gibraltar data set unique among all
other internal wave studies. First, it clearly isolates the ef-
fects of internal solitary waves on high-frequency acoustic
transmissions without the added complexity of surface and
bottom interactions. This data set can identify the passing of
an internal solitary wave over the instruments, making it pos-
sible to distinguish between acoustic effects which are most
likely internal wave related and those which are tide related.
Though quite complicated, the acoustic travel time variabil-
ity is surprisingly robust in that it is repeated on every tidal
cycle, simplifying the identification of key features to repro-
duce in the forward problem. Furthermore, the geometry of
the Gibraltar experiment provides valuable insight into the
feasibility of acoustic remote sensing of internal solitary
waves, a topic which has previously been discussed only
briefly ~Zhou et al., 1991; Essenet al., 1983!.

This article is organized as follows. Section II provides a
general overview of both the environment of the Strait of
Gibraltar and the experiment instrumentation. In Sec. III
acoustic data from two different acoustic paths are presented
along with a discussion of the most interesting features. In
Sec. IV we describe the construction of the range- and time-
dependent soundspeed field used in the forward problem. In
Sec. V experimental data and theoretical predictions are
compared.

II. OVERVIEW

An understanding of the physical processes in the Strait
of Gibraltar is required before attempting to reproduce the
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observed acoustic data. The two largest contributors to
acoustic scattering are trains of internal solitary waves and
the internal tide. Here the internal tide is defined as vertical
fluctuations in the depth of the interface between two main
water layers. The Gibraltar experiment was designed to
acoustically sample this interface and the internal waves
which propagate there.

A. Environment

The basic circulation in the Strait of Gibraltar is rela-
tively simple. An upper layer of relatively warm, fresh At-
lantic water about 100 m thick flows east into the Mediter-
ranean Sea. After evaporation and cooling in the Sea, the
dense water mass sinks and a lower layer of relatively salty,
cold Mediterranean water flows back west through the Strait
into the Atlantic. This mean flow is modulated by large se-
midiurnal tidal flows and is also subject to hydraulic controls
at the shallowest sill~Camarinal Sill on the west side of the
Strait! and narrowest constriction~Tarifa Narrows!. Further-
more, there are tidal fluctuations in the depth of the interface
between the upper Atlantic and lower Mediterranean water
layers ~Armi and Farmer, 1988; Farmer and Armi, 1988!.
Perhaps the most interesting feature, though, is the propaga-
tion of internal bores which are released at the Camarinal Sill
at the relaxation of most high tides and propagate east down
the Strait.

These internal bores are the result of interaction between
tidal currents and topography. A lee wave in the form of an
internal hydraulic jump appears behind the Camarinal Sill
during strong westward tidal flows. When the tide relaxes,
this wave crosses the sill and moves east as an internal bore
along the density gradient marking the interface between At-
lantic and Mediterranean waters. The bore eventually disin-
tegrates into a train of internal solitary waves. As the train
moves east, the amplitudes of the solitary waves decrease,
more waves are added to the packet, and the interface level
deepens behind the passing train.

Packets of internal solitary waves in the Strait of Gibral-
tar have been observed in several experiments by echo
sounders, thermistors, surface radar, airplanes, and satellites
~Armi and Farmer, 1988; Farmer and Armi, 1988; Watson
and Robinson, 1990; Watson, 1994; Richez, 1994; Alpers
and La Violette, 1993; Ziegenbein, 1970!, and though there
is much variability in individual packets, some general de-
scriptions can be made. First, internal bores are released
from the Camarinal Sill on almost every spring tide but less
often during neap tides. They can have vertical amplitudes of
100 m and wavelengths from 0.5 to 2.5 km. They are found
at approximately the interface depth, and a single bore can
eventually evolve into as many as 12 solitons traveling to-
gether in a packet with a phase speed from 1 to 2.6 m/s
~Armi and Farmer, 1988; Farmer and Armi, 1988; Watson
and Robinson, 1990; Richez, 1994; Ziegenbein, 1970; Fras-
setto, 1964!.

Synthetic aperture radar~SAR! images of the Strait of
Gibraltar taken by the ERS-1 satellite during the days of the
experiment provide information on the structure of the inter-
nal wave packets. One of those SAR images is shown in
Fig. 1 where a packet of internal solitary waves exiting the

Strait to the east is visible to the SAR as distinctive surface
roughness patterns. Further examples and discussions of
SAR images of the Strait of Gibraltar are available from
Alpers and Richez~Alpers and La Violette, 1993; Richez,
1994!.

B. Experimental approach

The Gibraltar experiment was designed to test whether
high-frequency~2 kHz! acoustic ray paths across the Strait
are resolvable, identifiable, and stable. Geometries were se-
lected so that lower ray paths would be confined to the lower
layer of Mediterranean water, while upper ray paths tra-
versed the interface between Atlantic and Mediterranean wa-
ter layers. Three transceivers~labeled T1, T2, and T3 in

FIG. 2. Bathymetry of the Strait of Gibraltar with instrument positions and
acoustic paths indicated. Due to inaccuracies in bathymetry, depth contours
do not exactly match instrument depths.

FIG. 1. SAR image of a train of internal solitary waves exiting the Strait of
Gibraltar. Image was taken by the ERS-1 satellite during the experiment.
Courtesy of John Apel, Global Ocean Associates. Copyright ESA 1996.
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Fig. 2! were installed at the endpoints of two acoustic paths,
just above the bottom at about 200-m depth. The T1–T3 path
was perpendicular to the flow with a length of 14.60 km, and
the T1–T2 path had a component parallel to the flow with a
length of 20.15 km. The predicted ray paths between the
instruments, assuming a historic mean soundspeed profile,
are shown in Fig. 3 and best illustrate the differences be-
tween ‘‘upper’’ and ‘‘lower’’ rays.

Pulses were transmitted by all three instruments every
2 min. Pulse compression techniques were used to improve
the signal-to-noise ratio~SNR! of the received signal without
appreciably sacrificing resolution in time of the multipath
arrivals. The transmitted signal was a nonlinear frequency
sweep with a center frequency of 2272.72 Hz~440 ms pe-
riod!, extending from 1136.36 to 3409.09 Hz, and lasting
25.0 ms. The signal spectrum was designed to yield about
0.7-ms resolution after processing.

Instrument positions were surveyed using a ship-
mounted interrogator and transponders on the instruments.
The estimated uncertainties of the differential GPS were too
small for a successful survey solution, so a constant GPS
uncertainty of 10 m was used. Because this work focuses on
changes in ray travel times, knowing the absolute ranges
between instruments is not so critical. The final surveyed
positions and uncertainties for the three instruments’ receiv-
ers are shown in Table I. An instrument’s source is 1.13 m
deeper than its receiver.

The tilts and orientations of the moorings were mea-
sured every 5 min and used to compute the displacements of
the instruments as a function of time so that the acoustic
travel times could be corrected for mooring motion. Close
examination of the T1 instrument tilt data showed brief but
violent tilts occurring roughly every 12 h. These kicks are
due to the passing of an internal solitary wave over the in-
strument and are now being used to time the internal wave
crossings. They also provide a hint as to where to look in the
acoustic data for internal wave effects.

The environmental sampling strategy was designed to
account for the large tidal variability in the Strait. Measure-
ments of temperature, salinity, and velocity fields were ob-
tained using a conductivity-temperature-depth~CTD! sensor
and an acoustic Doppler current profiler~ADCP!, both along
and perpendicular to the acoustic paths, and at several tidal
phases during spring and neap tides. Three current meter
moorings provided data spanning the Strait close to and par-
allel to the T1–T3 acoustic path. An extensive analysis of the

Gibraltar experiment’s current meter data is available by
Bascheket al. ~2000!.

III. ACOUSTIC DATA

The data examined in this article were taken from two
weeks during which the moored transponders remained at
their surveyed locations, and those days include both a neap
and a spring tide. The absolute acoustic travel times to the
T2 and T3 instruments, corrected for both mooring motion
and onboard clock drift, are shown in Fig. 4 as dot plots.
Times of internal solitary wave crossings, as provided by the
instrument tilt data, are indicated by thin vertical lines. In
both cases, the earliest arrival is from the lower ray path and
is stable over the duration of the experiment, but the earliest
arrival of the T1–T2 path has a much stronger tidal signal.
This is expected because tidal currents are aligned approxi-
mately along the axis of the Strait, perpendicular to the
T1–T3 path, and so have little effect on ray travel times for
the T1–T3 path.

At both T2 and T3, the several ray arrivals following the
earliest one are from upper ray paths which traverse the in-
terface between the Atlantic and Mediterranean water layers.
The travel time fluctuations of these rays are more complex
and less sinusoidal than for the lower ray paths, and again
the tidal signal is stronger for the T1–T2 path due to current
effects. Much of the travel time variability seen in the T1–T3
case is not due to currents but rather shifts in the soundspeed
field over a tidal cycle. Times of neap and spring tides can be
seen, with a minimum tidal signal on about yearday 118 and
a maximum tidal signal on about yearday 125. The times of
internal solitary wave crossings confirm that they occur regu-
larly during spring tides and less often during neap tides.

By using travel times of lower rays recorded at all three
instruments, sum and difference travel times for reciprocal
transmissions along both acoustic paths were calculated, and
they are proportional to the integrated temperature and cur-
rent, respectively~Munk et al., 1995!. The difference travel
times along the T1–T3 path are much smaller than those of
the T1–T2 path, confirming that any current effects on travel
time are weaker in the T1–T3 case. Because the T1–T3
difference travel time series had a swing of at most62 ms
during spring tides, this path was chosen to be modeled first
in hopes that the current effects could be neglected. Further
analysis of the Gibraltar experiment’s sum and difference
travel times can be found in the paper by Sendet al. ~2000!.

Close examination of the T1–T3 travel time data during
spring tides shows a sudden decrease in travel times, for both
the deep and shallow rays, coinciding with the clock of in-
ternal solitary wave crossings at the T1 instrument. Although
the acoustic scattering following each crossing is slightly
different, some large scale features are regularly repeated
with each spring tide~Tiemannet al., 1998!. To illustrate
this, the expanded view of Fig. 4 shows acoustic data from
six spring semidiurnal tidal cycles. Note how upper ray paths
routinely disappear over parts of the tidal cycle. The travel
times of persistent upper rays have a sawtooth shape and a
variability of 15 ms over a tidal cycle, and for part of every
tidal cycle the upper and lower rays have nearly identical
travel times. It is the repeatability of such acoustic features,

FIG. 3. Predicted ray paths for transmissions from a source at T1 to receiv-
ers at T2 and T3 assuming a historic mean range-independent soundspeed
profile.
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despite their complexity, that make the Gibraltar data set so
interesting and a good candidate for modeling.

IV. FORWARD PROBLEM

Constructing a range- and time-dependent soundspeed
field to use in acoustic propagation studies of the Strait is
difficult given the strong tides, internal wave field, and un-
certainty in the background soundspeed field. However,
those three components can all be modeled independently

and their cumulative perturbations to the soundspeed field
combined. In order to match measured travel times to pre-
dicted ray travel times output by an acoustic propagation
program, a model was constructed consisting of a range-
dependent background soundspeed field perturbed by both an
internal tide and internal waves over a simulated 12-h tidal
cycle. The model’s background soundspeed field was con-
structed using CTD measurements taken during the experi-
ment ~Sec. IV A! and then vertically shifted by a mode 1
internal tide~Sec. IV B!. Finally, soundspeed perturbations

FIG. 4. Absolute travel times as a function of yearday 1996 for transmissions from T1 to T2 and T3. Each arrival peak is plotted as a dot, with size
proportional to SNR. Vertical lines indicate times of internal solitary waves crossing the T1 instrument. The expanded box focuses on transmissionsfrom T1
to T3 during six spring tidal cycles.
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due to internal solitary waves crossing the acoustic path were
applied. The vertical and horizontal shapes for the modeled
internal solitary waves were derived from echosounder and
satellite observations of the Strait~Sec. IV C!.

After a range- and time-dependent soundspeed field was
made, the ray-tracing program RAY~Bowlin et al., 1992!
was used to predict ray paths and travel times from the T1
source to the T3 receiver. A limitation of the ray-tracing
program used here is that it cannot account for changes in
travel time due to currents. Because of this limitation, only
the T1–T3 acoustic path is being modeled since any current-
related effects along this path should be relatively small in
comparison to the total travel time variability.

A. Background soundspeed field

Perhaps the biggest limitation of the Gibraltar model is
the uncertainty in the background soundspeed field due to
insufficient environmental data, and, unfortunately, historical
average soundspeed profiles available for the Strait do not
closely resemble those observed by this experiment’s CTD
measurements. Rapid CTD casts over a 12-h tidal period
were obtained at three stations along the T1–T3 acoustic
path, at ranges 1.5, 7.8, and 10.7 km, during both spring and
neap tides. Those CTD casts show that during much of the
tidal cycle a single soundspeed profile for a particular station
appears to be shifting vertically over time, as the Atlantic/

Mediterranean interface depth shifts vertically from internal
tides. Such vertical shifting of a single soundspeed profile
was observed at all three ranges across the Strait. As an
example, Fig. 5 shows 12 consecutive soundspeed profiles
seen at the CTD station at 1.5 km along the T1–T3 path. The
middle six profiles~solid lines! most closely resemble each
other and were used in construction of a ‘‘representative’’
soundspeed profile for that station. It is recognized that in
doing so, agreement between modeled and measured sound-
speed profiles would be less at the very top and bottom of the
tidal cycle.

Temperature and salinity profiles from all three CTD
stations show sharp steps in the profiles which cause double
minimums in soundspeed profiles to appear at about depths
80 and 170 m. Because the temperature or salinity profiles
from any one CTD station all had a similar shape, but were
offset vertically from each other, taking an average of all the
profiles from any one station resulted in a profile that was too
smooth to capture the important features of the magnitudes
and depths of the steps. However, when the temperature and
salinity profiles from a station were vertically aligned to a
common salinity at a common depth~37.8 psu at 130-m
depth!, the profiles overlaid each other closely and their
shape was again obvious. Figure 6 demonstrates this, show-
ing the aligned temperature and salinity profiles for the six
CTD casts highlighted in Fig. 5. Averages of the aligned
profiles as in Fig. 6 did capture the important features of the
temperature and salinity profiles, except in the shallowest

FIG. 5. Twelve consecutive soundspeed profiles from CTD station at 1.5 km
along T1–T3 path. Highlighted profiles~solid lines! are used in construction
of a representative profile for that station. Scale for profile values is the
same for all profiles but offset in time.

TABLE I. Surveyed instrument positions and uncertainties.

Instrument
Latitude
~deg N!

Longitude
~deg W!

Receiver
depth~m!

Uncertainty
N/S ~m!

Uncertainty
E/W ~m!

Uncertainty
depth~m!

T1 35.932 329 5.343 448 164.852 0.741 0.594 0.734
T2 35.998 661 5.551 346 215.919 0.758 0.580 0.540
T3 36.058 256 5.390 321 202.261 1.463 1.045 0.856

FIG. 6. Temperature and salinity profiles from the highlighted CTD casts of
Fig. 6 aligned at 37.8 psu and 130-m depth to demonstrate their similar step
structure.
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60 m where many cases of no data~due to vertical shifting!,
and widely varied data, caused the average to be erratic. The
top 60 m of the average profiles were manually smoothed,
resulting in representative temperature and salinity profiles
for the three CTD stations.

Soundspeed profiles at more than three ranges along the
acoustic path are necessary when applying the perturbations
from internal tides and internal waves to the model. In order
to construct a background temperature and salinity field over
the whole path, linear fits at each depth through values at the
three CTD stations were used to interpolate or extrapolate
new profiles at 1-km range steps along the acoustic path.
From these interpolated temperature and salinity profiles, a
smoothly varying soundspeed field, with double minimums
at all ranges, was constructed and declared the background
soundspeed field. Figure 7 shows the background tempera-
ture, salinity, and soundspeed fields used, along with the pre-
dicted acoustic ray paths for the given soundspeed field. It is
encouraging that the ray paths show a single lower ray and
multiple upper rays with no surface or bottom bounces, as is
expected from the acoustic data, despite all the uncertainties
and approximations made during soundspeed field construc-
tion.

B. Internal tides

The depth of the interface between the upper and lower
water layers in the Strait of Gibraltar can shift by as much as
150 m with the semidiurnal tides in some parts of the Strait,
but fluctuations of 50 to 70 m are more common at locations
near the middle of the T1–T3 path~Bray et al., 1990; Can-
delaet al., 1990; Boyce, 1975; Watson and Robinson, 1991!.

Such tidal fluctuations of the interface are greater on the
southern side of the Strait than the north, and the cross-strait
slope of the interface changes with the tides as well~Bray
et al., 1990!. These characteristics of the interface depth
were also observed in this experiment’s environmental data
from CTD casts and moorings~Bascheket al., 2000!.

The vertical shifting of soundspeed profiles with the
changing interface depth requires time dependence be added
to the Gibraltar model’s background soundspeed field. It was
noted earlier that in almost every CTD cast, the soundspeed
profiles showed double minimums at depths of about 80 and
170 m. Although these minimums shift up or down in unison
over a tidal cycle, their separation is not constant; the shal-
lower soundspeed minimum has a smaller vertical swing
than the deeper minimum. This nonlinearity of the tidal shift-
ing is also seen in Fig. 5 and can be accounted for in sound-
speed field construction as well.

To model the tidal swings, sinusoidal vertical offsets
with a frequency of 2 cpd were applied to the background
temperature and salinity profiles, and new soundspeed pro-
files were then recalculated. The amount of vertical offset to
apply to profiles varied with both range and time. A sinu-
soidal swing of640-m amplitude was assigned to the south-
ernmost profiles at the source; a625-m swing was applied
to the northernmost profiles at 15-km range. With these two
sinusoids serving as endpoints, tidal offsets at 1-km range
steps were linearly interpolated between the two endpoints
and at several phases over one tidal cycle. The tidal offsets
calculated in this way are consistent with observations of the
interface depth fluctuations over a tidal cycle~Bray et al.,
1990; B. Baschek, personal communication!.

FIG. 7. Unperturbed background temperature, salinity, and soundspeed profiles used in the model. Ray paths from instrument T1 to T3 are overlaid on the
soundspeed profiles. Scale for profile values is the same for all profiles but offset in range.
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The calculated tidal offsets were the maximum displace-
ments added to temperature and salinity profiles at a particu-
lar range and time. The maximum tidal displacements were
scaled with depth according to a vertical mode 1 function
determined from range-dependent buoyancy frequency pro-
files. Nonlinear vertical shifting of profiles was done by add-
ing the vertically-scaled tidal displacement to the depth indi-
ces of the background temperature and salinity profiles.
Soundspeed profiles recalculated at each range- and time-
step captured the most important features of data from the
CTD measurements, i.e., the multiple minimums and maxi-
mums between 50- and 200 m-depth. Although agreement
between measured and modeled soundspeeds is not perfect,
the advantage of this model is that all the effects of a range-
and time-dependent internal tide can be defined with just a
few parameters. Figure 8 shows a comparison between the
six soundspeed profiles from the CTD station at 1.5 km, as
highlighted earlier in Fig. 5 but now overlaid on each other,
with modeled soundspeed profiles for that same station. The
largest error between the two occurs in the upper 20 m, but
this should not affect the acoustic propagation comparisons
as the rays do not travel in water that shallow.

C. Internal solitary waves

After creating a background soundspeed field that in-
cludes the internal tides, perturbations from internal solitary
waves must then be applied to complete the model. How-
ever, the large variability in observed shapes of solitary
waves’ vertical displacements and horizontal wavefronts
makes choosing a ‘‘typical’’ solitary wave perturbation dif-
ficult. Furthermore, the range dependence across the Strait of
a single wave’s vertical amplitude has not been directly ob-
served.

Satellite, airplane, and surface radar observations of the
surface manifestations of solitary wave packets in the Strait
show that their wavefronts are not straight as they leave the
narrows; the wavefront has curvature as it crosses over the

acoustic path~Alpers and La Violette, 1993; Richez, 1994;
Watson and Robinson, 1990!. A model was therefore con-
structed such that any initial wavefront shape, starting posi-
tion, and along-axis speed as a function of range across the
Strait can be specified. As the model steps through time, the
wavefront propagates over the acoustic path and can evolve
in shape. Of the many SAR images of wavefronts in the
Strait, the one that most clearly shows a wavefront over the
T1–T3 acoustic path is provided by ESA from March 1998,
as seen in Fig. 9. The model approximates this shape during
the time the wavefront is over the acoustic path with the
following equation of wavefront position along the axis of
the Strait@x (m)# as a function of range along the acoustic
path @r (km)# and time@ t (sec)#:

x~r ,t !5~20.0043r 210.046r 12.48!~ t1900!225 000. ~1!

Figure 10 shows a planview of the modeled wavefront posi-
tion at several times in intervals of 30 min; the acoustic path
is defined as the linex50 km.

The modeled wavefront moves with a speed of about
2.5 m/s over the acoustic path. While average wavefront
speeds through the length of the Strait are much slower, 2.5
m/s is consistent with observations of internal solitary waves
exiting the narrows~Richez, 1994; Armi and Farmer, 1988;
Farmer and Armi, 1988; Ziegenbein, 1970!.

Vertical displacements caused by a passing internal soli-
tary wave packet in the Strait have been measured in numer-
ous echo sounder and thermistor observations~Armi and
Farmer, 1988; Farmer and Armi, 1988; Watson, 1994; Wes-
son and Gregg, 1988; Ziegenbein, 1970; Frassetto, 1964!. Of
those observed in the narrows near the acoustic path, the
internal bore has usually evolved into a packet of four or
more solitary waves. Any vertical displacement history for a
solitary wave packet can be supplied to the model, and an
echosounder observation from Armi and Farmer~1988,
Fig. 12.5!, taken near the middle of the T1–T3 acoustic path,
was used because of its clarity and proximity to the location
under study. The bottom panel of Fig. 10 shows a vertical
section of the internal solitary wave packet input into the
model. Within the model, the vertical shape of the packet

FIG. 8. Measured soundspeed profiles from 1.5 km along the T1–T3 path
~also highlighted in Fig. 5! and modeled soundspeed profiles at that same
range.

FIG. 9. SAR image from March 1998 of a wavefront crossing the T1–T3
path. Copyright ESA 1998.
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does not evolve during the time it moves over the acoustic
path, but this same simplification has been made in several
other internal wave studies~Duda and Preisig, 1999; Preisig
and Duda, 1997; Zhouet al., 1991; Baxter and Orr, 1982!.

While the vertical shape of a solitary wave packet is the
same at all ranges along the acoustic path, the model allows
the amplitude of the solitary waves to be scaled as a function
of range across the Strait. Although there are no direct ob-
servations of internal wave amplitude as a function of cross-
Strait range, Watson~1994! reports that the amplitude of the
waves is comparable to the depth of the upper Atlantic water
layer. Because the upper layer deepens from north to south
across the Strait, an increasing scaling was applied to the
internal wave amplitude in the same direction. Brayet al.
~1995! report the average interface depth in the eastern part
of the Strait to be between 75 and 100 m; the upper limit of
those average depths is used as the average internal wave
amplitude in the model in an effort to reproduce the ocean-
ography of spring tides, when internal waves are biggest. A
cross-Strait salinity contour at 37.6 psu taken from the inter-
polated background salinity profiles passes through 100-m
depth in the middle of the acoustic path and has endpoints at
70- and 125-m depth. The slope defined by that contour is in
agreement with other observations of the sloping interface
~Sendet al., 2000; Brayet al., 1995!, and the difference of
the endpoint depths, 55 m, is within the range of values
reported by Watson and Robinson~1991!. Therefore, within
the model, internal solitary wave packets were assigned a
maximum vertical amplitude of 70 m on the northern side of
the acoustic path and a maximum amplitude of 125 m on the
southern side.

Once defined, the horizontal wavefront shape and the
wave packet’s vertical shape are combined within the model.
The head of the wave packet is placed on the horizontal
wavefront, and the wavefront is allowed to propagate over

the acoustic path as the model steps through time, moving
the packet with it. The result was a vertical displacement,
due to internal solitary waves, as a function of cross-Strait
range and time. In order to add depth dependence, the dis-
placement was then scaled by a vertical mode 1 function, as
calculated from range-dependent buoyancy frequency pro-
files. Next, the scaled displacement was multiplied by the
potential soundspeed gradient (dc/dz) profile for its range to
determine soundspeed perturbations at each depth. Finally,
the soundspeed perturbations were added to the tidally shift-
ing background soundspeed profiles, giving range-, depth-,
and time-dependent soundspeeds for use in the acoustic
propagation calculations.

D. Acoustic propagation calculations

The acoustic ray-tracing code RAY was used to find
eigenrays between the T1 and T3 instruments through range-
and time-dependent soundspeed profiles constructed by the
Gibraltar model. Ray traces through a 12-h tidal cycle were
calculated with increments in time of 5 min. In searching for
eigenrays, the program used a fan of 400 rays with launch
angles from the T1 instrument of26 degrees to17 degrees
from horizontal.

V. MODEL RESULTS

Predicted travel times output by the acoustic propagation
code were first compared to acoustic data from times of
spring tides. Several important features of the data were suc-
cessfully matched by the model, and examination of modeled
ray paths throughout a tidal cycle provides valuable insight
into how passing internal waves and tidal swings are affect-
ing acoustic propagation. As a further test of the model,
some input parameters were changed to simulate a neap tidal
cycle, the forward problem recalculated, and comparisons
made between predicted and measured neap tide travel times.

A. Spring tide travel times

Predicted ray travel times during one modeled tidal
cycle are shown in Fig. 11 along with a typical 12 h of spring
tide acoustic data from the T3 instrument for comparison.
The following key features, labeled in Fig. 11~b! for identi-
fication, are seen repeatedly in the real data and were suc-
cessfully reproduced in the simulation:

~a! A nearly constant travel time for the earliest arrival, the
lower ray.

~b! Multiple later arrivals of upper rays at the beginning
and end of the tidal cycle.

~c! A sudden and drastic decrease, then brief increase, in
travel times of both upper and lower rays as an internal
wave packet crosses the acoustic path.

~d! A brief and isolated cloud of upper ray arrivals at hour
4.75.

~e! Upper and lower rays with similar travel times during
the middle of the tidal cycle.

~f! The absence of multiple late-arriving upper rays during
the middle of the tidal cycle which reappear at hour 9.

FIG. 10. A planview of modeled wavefront position at 30-min intervals as
defined by Eq.~1!, and a vertical section of the modeled solitary wave
packet. Direction of propagation is to the right~east!. The head of the packet
~at range50 km! is shown aligned with the propagating wavefront curve at
the time52.5 h position.
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The largest discrepancy between the measured and pre-
dicted travel times is the time separation between arrivals of
lower and upper rays at the beginning of the tidal cycle,
which is greater than shown in the simulated data. This is
probably due to errors in the background soundspeed pro-
files; environmental data was limited during profile construc-
tion, and the modeled profiles are known to be less accurate
at the extremes of the tidal swing. The current-induced ef-
fects on travel time along the T1–T3 path, assumed to be
negligible, could account for some error as well. The mea-
sured acoustic data also shows two lower ray arrivals at T3,
the earlier at 9.655 s being stronger, while the modeled data
only shows one lower ray arrival. The second, weaker ray
arrival may be due to a bottom reflection very near one of the
instruments as such a second arrival is not seen in the recip-
rocal acoustic data at T1 nor has it been reproduced in any
modeling attempt.

B. Spring tide ray paths

Figure 12 shows the evolution over a spring tidal cycle
of both the soundspeed field and resulting acoustic ray paths

FIG. 11. ~a! and ~b! Measured and predicted ray travel times over a 12-h
spring tidal cycle. The labels in~b! ~‘‘a’’ through ‘‘f’’ ! identify key features
of the model output which match the recorded data and are described in the
text. Small arrows indicate times for which ray paths are shown in Fig. 12.

FIG. 12. Vertical sections along the T1–T3 acoustic path showing back-
ground soundspeed profiles and predicted ray paths at several times in a
12-h spring tidal cycle. Inset shows phase within the tidal cycle. The view is
looking west with the southern T1 source on the left. The ray identifiers
~‘‘a’’ through ‘‘e’’ ! correspond to the same labels of Fig. 11~b!. Scale for
profile values is the same for all profiles but offset in range.
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from the T1 to T3 instruments. Each ray path will have a
corresponding dot in Fig. 11~b! indicating its travel time, and
the same labels used in Fig. 11~b! ~‘‘a’’ to ‘‘e’’ ! are also
used in identifying the corresponding ray paths of Fig. 12.
Together, Figs. 11 and 12 can describe a ray by its path and
travel time.

At the start of the tidal cycle~Fig. 12, hour 1!, the
soundspeed profiles are unperturbed by any internal solitary
waves but are at a maximum tidal displacement upward. A
single lower ray~a! and several upper rays~b! are seen, and
their travel times can be found using the same labels on
Fig. 11~b! at time51 hour. For example, the travel time for
the lower ray path~a! is 9.655 s. One upper ray travels
briefly in a very shallow sound channel near 80-m depth
while other upper rays are trapped in a channel near 150-m
depth. These double soundspeed minimums are critical to
reproducing the wide spread in the upper ray travel times.
When smooth soundspeed profiles with only one minimum
are used in the model, all upper rays arrive with almost iden-
tical travel times which does not agree with the recorded
data.

At hour 2.58, the wavefront of the internal solitary wave
packet is starting to cross the southern end of the acoustic
path near the source at T1. The soundspeed profiles of
Fig. 12, hour 2.58, show how gradients in the southern pro-
files are increasing as warm shallow water is being displaced
deeper by the passing internal waves, and the gradient be-
neath the shallowest soundspeed minimum is now strong
enough to refract shallow rays away from it soon after they
leave the source. While the single deep ray~a! and main
cluster of shallow rays~b! follow similar paths as before, the
ray that used to travel in the shallowest sound channel has
been refracted down to a much deeper path. The disappear-
ance of the latest ray arrival at time52.58 h in Fig. 11~b!
confirms that the very shallow ray path no longer exists.

Due to the curvature of the propagating wavefront, at
hour 4 the perturbations of the solitary wave packet are felt
mainly at the endpoints of the acoustic path and less so in the
middle of the path. Figure 12, hour 4, represents this as very
strong soundspeed gradients in the northern- and southern-
most profiles. The soundspeed gradient is now so strong near
the source that all rays that used to be upper rays~c! are
immediately refracted down to follow paths very similar to
the lower ray~a!. Rays that follow similar paths should have
similar travel times, and that is confirmed in Fig. 11~b! as all
ray arrivals are within 2 ms of each other at time54 h. The
rapid decrease in travel times from hours 2.58 to 4 is not
caused by a single soliton crossing the acoustic path, but
rather is the cumulative effect of an entire packet of solitary
waves, on a curved wavefront, crossing the acoustic path. A
modeled wavefront speed of about 2.5 m/s is necessary to
match the observed duration of the sharp travel time de-
crease, confirming measurements of internal wave phase
speed in this region of the Strait.

Both the measured and predicted travel time data show a
brief and isolated group of late ray arrivals shortly following
the sudden decrease in travel times. These rays are labeled
‘‘d’’ in Fig. 11 ~b! at time54.75 h, and Fig. 12, hour 4.75,
shows why they appear. At that time, the packet of internal

solitary waves has moved past the source at T1, but because
of the curvature of the wavefront, the packet is still present at
the T3 receiver. The large soundspeed gradients it causes
directly over the receiver are strong enough to refract a group
of upper rays~d! down relatively quickly to hit the receiver
from above. With the passing of the solitary wave packet, the
strong soundspeed gradients over the receiver will disappear
along with the ray paths they allow; this is confirmed in
Fig. 11~b! with the end of the ray arrivals at ‘‘d.’’

At hour 7, the solitary wave packet has moved com-
pletely over the acoustic path and is no longer causing any
soundspeed perturbations. However, this is the hour of maxi-
mum downward internal tide displacement which can be vi-
sualized by comparing the soundspeed profiles of Fig. 12,
hour 7, with those of hour 1. At hour 7, the lower ray~a!
persists, along with a single upper ray~e!. The single upper
ray explains the absence of multiple late arrivals in
Fig. 11~b! between time55 h to time59 h. The changes in
upper ray travel time during those hours are due entirely to
the internal tide shifting the background soundspeed field. A
ray may stay within the same sound channel over much of
the tidal cycle, but a ray’s path length must change in order
to remain within that shifting channel, resulting in changes in
its travel time. Because tidal soundspeed perturbations are
scaled by a vertical mode 1 function, the deepest parts of the
soundspeed profiles are changed only slightly, and thus the
lower ray travel time does not change significantly.

By hour 10, the tidal cycle is nearing completion. Inter-
nal tide displacements are increasing in the upward direction,
and there are no internal solitary wave perturbations. Figure
12, hour 10, shows that several upper rays~b! are again using
the main sound channel at 170-m depth, and access to the
shallowest sound channel has returned as well. Multiple late
arrivals are present again in Fig. 11~b! at time510 h, and the
upper ray travel times will continue to increase to their maxi-
mum with the increasing internal tide displacements.

C. Neap tide travel times

While the Gibraltar model was created to aid in under-
standing acoustic propagation during the more interesting
spring tides when internal bores are present and internal tides
are strongest, a good test of the model would be to explore
how well it can also reproduce neap tide travel times. Figure
13~a! shows 12 h of acoustic travel time data from the T3
instrument, taken during a neap tide. Typically, the neap tide
acoustic data does not show the sudden drop in travel times
as internal solitary wave packets are much smaller in ampli-
tude or nonexistent. Furthermore, the amplitude of the inter-
nal tide is less during neap tides, so the travel time variability
between the top and bottom of a tidal cycle should be less as
well.

A new unperturbed background soundspeed profile was
not constructed for the model’s neap tide test, but model
parameters describing internal solitary wave and internal tide
amplitudes were adjusted. Because the acoustic data shows
minor fluctuations in upper ray travel times, the internal soli-
tary wave amplitude was not set to 0% but rather 5% of the
spring tide amplitude. However, this may just be a crude way
of modeling some background internal wave activity and not
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necessarily a propagating packet of internal solitary waves.
Tidal amplitude was reduced to a620-m tidal swing at the
source and610-m swing at the receiver, approximately half
the spring tide amplitudes.

Figure 13~b! shows the predicted travel times from one
neap tidal cycle as output by the acoustic propagation code,
and fortunately, it has reproduced many key features of the
measured neap tide data. The lower ray travel time~a! is
constant over the tidal cycle, and multiple upper ray arrivals
~b! are present at all times, some even with minor fluctua-
tions. Unlike the spring tide case, there is no absence of
upper rays during the middle of the tidal cycle nor any sharp
decrease in travel times, and the predicted overall travel time
variability is less due to smaller tidal amplitudes. Again, the
biggest discrepancy between the real and predicted data is in
the time separation of lower and upper ray travel times, but
this is probably due to the same reason mentioned earlier for
the spring tide case.

VI. SUMMARY

Given the complexity of both the Gibraltar experiment’s
data set and the environment of the Strait, the challenge is to
explain the acoustic observations in terms of physical pro-
cesses. The model discussed in this article is a valuable tool
for doing so. To construct a range- and time-dependent
soundspeed field for use in acoustic propagation calculations,
internal tides and propagating internal solitary waves are
modeled separately and their perturbations to a background
soundspeed field combined.

Forward problem calculations over a simulated tidal
cycle were successful in reproducing many important fea-
tures of the acoustic data at times of both spring and neap
tides. Furthermore, the evolution of the modeled background
soundspeed field and acoustic ray paths as they change due
to internal wave and internal tide perturbations provides a
qualitative explanation for the observed acoustic scattering.
For example, this work has shown how the arrival of an
internal solitary wave can deny rays access to previously
used sound channels. The vertical shifting of soundspeed
profiles by internal tides further increases travel time vari-
ability.

Work with the model has shown that both internal wave
and internal tide effects must be combined to reproduce the
observed acoustic channel impulse response; either one indi-
vidually cannot explain all the travel time variability. Com-
parison between the spring and neap tide cases emphasizes
the significant acoustic scattering in the presence of a large-
amplitude internal solitary wave packet, and the Gibraltar
experiment has isolated the scattering effects of a packet to
just 2 h out of a tidal cycle. These results also suggest that it
may be feasible to use acoustics for remote sensing of inter-
nal solitary waves.
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A least squares method is presented for estimating length to target strength relationships for a target
species and associated species using a series of target strength distributions and associated trawl
catches. A by-product of the estimation procedure is an objective determination of the
correspondence between modal lengths in the trawl catches and the modal lengths in the associated
target strength distributions. The method is illustrated by applying it to a data set collected to
determine the length to target strength relationship for hoki~Macruronus novaezelandiae!. © 2001
Acoustical Society of America.@DOI: 10.1121/1.1329621#

PACS numbers: 43.30.Sf, 43.30.Gv, 43.80.Jz@DLB#

I. INTRODUCTION

The estimation of a length to target strength relationship
for a given species can be done in several ways. Indirect
methods use models of the acoustic scattering properties of
the target species and an assumed tilt angle distribution to
estimate the tilt averaged target strength for any given length
~Coombs and Cordue, 1995; McClatchie and Ye, 2000!. Di-
rect methods use measurements of target strength obtained
from individuals of the target species. This has been done by
using live or dead fish in the laboratory or, more commonly,
by collecting acoustic data from the target speciesin situ
~MacLennan and Simmonds, 1992!. The latter approach has
two inherent difficulties: identifying which echoes are from
single targets, and identifying the species mix and size dis-
tribution of the single targets.

The first problem is overcome by using a reliable single
target detection algorithm~e.g., Souleet al., 1997!. Acoustic
data collected from an aggregation of fish can then be used to
produce a distribution of single targets. The identification of
the species mix and size distribution of the single targets is
usually done by sampling targeted trawl catches. However, if
there is a mix of species present or a single species with
several size classes, then it can be difficult to decide how the
species and size classes relate to the target strength distribu-
tion. The usual approach to overcome this difficulty is to find
primarily single species aggregations of the target species
which have a uni-modal length distribution. The mode in the
length frequency is then taken to correspond to the main
mode in the target strength distribution. Data are collected
from as many aggregations as possible and the resulting pairs
of modal lengths and modal target strengths are used in a
regression to estimate the length to target strength relation-
ship ~Foote, 1987!.

This approach should work well if a sufficient number of
suitable aggregations can be found over a wide enough range
of length modes. However, for some species it may be diffi-
cult to find suitable aggregations and the norm will be for the
target strength distribution to be multi-modal and for there to
be several species and size classes present in the trawl

catches. Such data can still be used to produce pairs of modal
lengths and modal target strengths for use in a regression.
However, the choice of which target strength mode corre-
sponds to a length mode of the target species is usually done
in a sequential and subjective fashion. Thus an error in the
interpretation of an ‘‘early’’ data set can lead to further er-
rors as modes in ‘‘new’’ data sets are misassigned based on
the earlier interpretation.

In this article we present a method of estimating length
to target strength relationships for a target species and asso-
ciated species using a series of target strength distributions
and associated trawl catches. A by-product of the estimation
procedure is an objective determination of the correspon-
dence between modal lengths in the trawl catches and the
modal lengths in the associated target strength distributions.
The method is illustrated by applying it to a data set col-
lected to determine the length to target strength relationship
for hoki ~Macruronus novaezelandiae!.

II. METHODS

The estimation method is the focus of this section; the
data collection methods for the illustrative data set and the
application of the estimation procedure to it are also de-
scribed, but these descriptions are kept as brief as possible.

A. Estimation procedure

The estimation procedure assumes that there are one or
more target strength~TS! distributions, and that for each TS
distribution there are associated length frequencies for one or
more species. There are three main steps in the procedure:
determination of the TS modes; determination of the length
frequency modes; and minimization of a sum of squared re-
siduals. In the sum of squares the observed values are the TS
and length frequency modes, and the predicted values are
those obtained from a simple model whose unknown param-
eters are the true length frequency modes and the coefficients
of the length to TS relationships of all species in the length
frequencies.

155 155J. Acoust. Soc. Am. 109 (1), January 2001 0001-4966/2001/109(1)/155/9/$18.00 © 2001 Acoustical Society of America



Assume that there aren TS distributions and denote the
j th mode in thei th TS distribution asTi j and letmi be the
number of TS modes in thei th distribution. Further, letLisk

denote thekth mode for speciess in the i th length frequency,
and let mis be the number of length frequency modes for
speciess in the i th length frequency. Note that some of the
mis may be equal to zero for some species.

The model assumes for each species a log linear rela-
tionship between TS and length:

TSs~ l !5as1bs log10~ l !

and that the true length modesl isk may differ from the ob-
served length modes:

l isk5Lisk1a isk

wherea isk is an unknown error.
The independent unknown parameters in the model are

therefore theas , thebs , and thel isk . They are estimated by
minimizing the following sum of squares:

(
isk

uisk@ l isk2Lisk#
21wisk@TSs~ l isk!2TSisk#

2,

where theuisk andwisk are specified weights and TSisk is the
Ti j which is closest to TSs( l isk) in terms of minimum abso-
lute difference. The rationale behind this approach is the
hope that each length frequency mode will contribute to a
mode in the corresponding TS distribution which on average
is not too far away from the modal TS corresponding to the
length frequency mode. Because the assignment of TS
modes to length frequency modes is done simultaneously
with the estimation of the length to TS parameters, the con-
sistency of the assignments is guaranteed to the extent that
the data are consistent~with the assumed model!.

The use of weights in the sum of squares is to allow for
different levels of sampling effort, or other measures of
‘‘quality’’ with regard to the data used in the TS distribu-
tions and length frequencies. In general, the better the ‘‘qual-
ity’’ of a distribution the higher the weight it should be
given. With regard to the length frequencies, the higher the
weight assigned to a mode the closer the predicted mode will
be to the observed mode.

The minimization of the sum of squares is technically
somewhat problematic. As a function of the unknown param-
eters the sum of squares is continuous and differentiable.
However, for most data sets the surface will contain numer-
ous local minima. This is because for any particular associa-
tion of length modes with TS modes there will be a region of
best fit which produces a local minimum~it may not be a
‘‘good’’ fit, but locally it is the best!. The minimization of
the sum of squares is therefore a problem ofglobal minimi-
zation. The solution used in this article was to randomly
select a large number of starting points for the minimizer,
and to determine the minimum over all of the minimizer
runs. The model was implemented using C11 classes which
use the Autodif libraries~Otter Research, 1992!. Autodif
uses automatic differentiation classes and has a quasi-
Newton minimizer.

The determination of modes from the TS distributions
and length frequencies is a necessary part of the estimation

procedure, but the method by which they are determined is
not central to this article. However, there are a few important
points to note. Estimation of the modes ‘‘by eye’’ is subjec-
tive. It is preferable to use an algorithm which produces
modes which, ‘‘by eye,’’ appear to be sensibly positioned on
a histogram of the distribution. For the TS distributions it is
important to include all modes including ‘‘shoulders’’@that
is a mode which is half covered by another mode; see Fig.
1~b!#. For the length frequencies, it is better to exclude a
doubtful mode than to include it. The reason for the different
treatments of TS distributions and length frequencies is that
each length mode must be explained by a TS mode~in the
sum of squares!, but superfluous TS modes can be ignored.

To obtain a measure of the confidence of the TS param-
eter estimates, a simple nonparametric bootstrap procedure is
proposed. For any given species for which a length to target
strength relationship is estimated, there is a set of observed
and predicted length modes, and a set of observed and pre-
dicted TS modes. These then yield a set of length mode
residuals and TS mode residuals. The bootstrap procedure
involves doing a large number of simulation runs. On each
run a simulated set of ‘‘observed’’ length modes and TS
modes is generated. Using the simulated data, a weighted
least squares regression is done to estimate a length to TS
relationship. The coefficients of the relationship are stored;
then for any given length, a distribution of TS values can be
generated~one from each relationship! and a confidence in-
terval on TS can be obtained for that length. This can be
done over a range of lengths and so a confidence region can
be obtained.

A simulated set of observed length modes is obtained by
adding a random length mode residual to each predicted
length mode, and a simulated set of observed TS modes is
obtained by adding a random TS mode residual to each pre-
dicted TS mode. The sampling of the length residuals and the

FIG. 1. Examples of modes and a shoulder@see~b!# for hoki length fre-
quencies and associated target strength distributions used in the estimation
procedure:~a! hoki length frequency from the KAHAROA voyage, station 9;
~b! TS distribution after single target filtering for KAHAROA set 2;~c! hoki
length frequency from the TANGAROA voyage, station 131; and~d! TS dis-
tribution after single target filtering for TANGAROA set 6.
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TS residuals should be done independently. The length and
TS residuals from the original estimation will actually be
negatively correlated. For example, if a predicted TS mode is
higher than the corresponding observed TS mode, then the
predicted length mode will be less than the observed length
mode ~to the extent that it can be given the weights in the
sum of squares! because a shorter length yields a lower TS
~which gives a better fit!. However, the correlation caused by
the estimation procedure should not be used in generating the
simulated data as there is no reason to suppose that the ob-
servation errors of the length modes should be correlated
with the observation errors of the TS modes.

B. Hoki data set

Hoki are a commercially important species to the New
Zealand fishing industry and the research program on hoki
has included acoustic biomass surveys since the mid-1980s.
Early attempts at estimating the length to TS relationship for
hoki were done using simple swimbladder modeling tech-
niques~Do and Surti, 1990; Coombs and Cordue, 1995!. A
reanalysis of the early data using more sophisticated swim-
bladder models~Grimeset al., 1997! cast some doubt on the
assumed relationship, andin situ data have recently been
collected to help in its determination.

The data analyzed in this article were collected during
two voyages in 1999. The first voyage was a trawl survey of
the Chatham Rise in January conducted by NIWA’s research
vessel TANGAROA ~a 70-m stern trawler!. From 22–26 Janu-
ary, at the end of the trawl survey component of the voyage,
acoustic data and trawl data were collected from layers con-
taining hoki. A calibrated 38-kHz split beam echo sounder
~Coombs, 1994! was used with the transducer in a towed
body which was deployed within 30 to 70 m of the layer.
Length frequency and species mix data were collected from
the layers by trawling~on one occasion a mid-water trawl
was used, on all other occasions the standard hoki bottom
trawl was used; see Hurst and Bagley, 1994!. The acoustic
data were filtered using a single target detection algorithm
based on the methods of Souleet al. ~1997!. Consideration is
given to several echo characteristics: the width of the com-
bined beam, the relative widths of the four beams, the phase
stability of the combined beam and of the individual beams,

the proximity of other echoes, the similarity of amplitudes
between beams, and the angle of arrival of the echo~see
Macaulay and Grimes, 2000!.

The second voyage was an acoustic survey of spawning
hoki biomass in Cook Strait during July and August con-
ducted by NIWA’s other open seas research vessel
KAHAROA ~a 28-m stern trawler!. Target strength data were
collected from 3–10 August using a nearly identical acoustic
system to that used in the January survey. The same data
collection and single target filtering methods were used. Lay-
ers were also sampled by trawling, except that a mid-water
trawl was used~during the spawning season in Cook Strait
hoki are normally in mid-water in and around canyon fea-
tures!.

C. Application of the estimation procedure to the
hoki data set

On each of the voyages, there were some occasions on
which more than one trawl sampled the layer from which
target strength data were collected. In the fitting procedure,
each trawl was used separately; that is the target strength
distribution was paired with each of the corresponding trawls
in turn. A reasonable alternative to this approach is to use the
trawls to construct a single combined species and size distri-
bution for the layer. However, it is not clear how to weight
the different trawl catches and it may be that some loss of
information would occur if the catches were combined.

A parametrized algorithm was used to define modes in
the target strength distributions and the length frequencies;
different parameters were used depending on the number of
samples in each distribution. Details of the algorithm are in
the Appendix.

For the length frequencies, all species for which samples
of 50 or more were measured were used in the analysis. The
algorithm detected the ‘‘main modes,’’ one or two modes in
each hoki length frequency, and only one mode for each
bycatch species. As a sensitivity test, an alternative result
was obtained by using different parameter values which for
some stations gave up to four hoki modes~but still only one
mode for each bycatch species!.

The specified weights for the sum of squares were cal-
culated as the product of a~trawl! station weight and a con-
stant ‘‘length frequency weight’’~for the length mode por-
tion of the sum of squares! or the station weight and a
constant ‘‘target strength weight’’~for the target strength
portion of the sum of squares!. The ‘‘length frequency
weight’’ was 0.5 and the ‘‘target strength weight’’ was 1.
The station weights were either 0.1~when the hoki catch was
less than 100 kg, and the hoki length frequency was used on
that station!, 2.0 for length frequency sample sizes from 500
to 700, or 1.0 for sample sizes up to 400~see Table II!. In an
alternative weighting scheme the weights of 0.1 were re-
placed by weights of 1.

The baseline estimation used the ‘‘main modes’’ with
the weighting scheme which down-weighted stations with
low hoki catch. Two sensitivity runs were also done. Both
used the alternative simpler weighting scheme, one with the
‘‘main modes,’’ and the other using the larger set of length
frequency modes~‘‘all modes’’!.

TABLE I. Descriptive details for the target strength distributions with the
station numbers of the associated trawls.

Voyage
TS

distribution
Collection
period ~h!

No. of single
echoes

~thousand!

Associated
trawls ~station

no.!

KAH9911 K1 2.5 153 7, 8
~Cook Strait! K2 4.5 381 9, 10, 11

K3 5.1 88 12, 13

TAN9901 T1 3.4 31 117, 118, 119
~Chatham Rise! T2 3.1 31 120, 121, 122

T3 1.2 16 130
T4 1.2 12 133
T5 1.2 10 132
T6 2.5 21 131
T7 3.1 34 141, 142
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In each of the three estimation runs, the slope of the hoki
target strength relationship was estimated within the interval
@5,95#. This interval was partitioned into nine or ten subinter-
vals and each subinterval was used to bound the hoki slope
while an estimation was done using 300 random starting val-
ues for the minimizer. This procedure was done for two or
three further narrow subintervals~including a forced hoki
slope of 20! so that the general trend in the sum of squares
surface was determined for each run. In the baseline run, a
further estimation was done using bounds on the hoki slope
which included the best estimate from the initial runs. In this
final estimation, 5000 random starting values were used and
the global minimum was determined. The bootstrap proce-
dure was only applied to the baseline estimation results and
1000 simulations were used to determine a 99% confidence
region for the hoki regression line.

III. RESULTS

A total of about 30 h of target strength data was col-
lected during the two voyages. There were three target
strength sets on the KAHAROA voyage~KAH9911! and seven
on the TANGAROA voyage ~TAN9901!, and there were 19

associated trawl stations~Table I!. The KAHAROA target
strength sets were very successful in the number of detected
single echoes, with between about 80 000 and 380 000 tar-
gets being accepted in each of the three sets~Table I!.

Hoki was the primary catch for most of the trawl sta-
tions with most hoki catches being greater than 200 kg and
making up 70% or more of the total catch by weight~Table
II !. Hoki catches of less than 100 kg were made on four of
the stations. In the baseline analysis, three of these stations
were down-weighted~Table II!. Station 133 was not down-
weighted as the hoki length frequency was not used~since
only 40 hoki were measured!. For the small hoki catches, all
of the hoki were measured. When larger catches were made,
subsamples were taken with typically between 250 and 700
hoki being measured~Table II!.

In total, the largest bycatch over the trawl stations came
from spiny dogfish, with sea perch making the next largest
contribution ~Table II!. On the TANGAROA trawl stations a
bottom trawl was used and much of the bycatch came from
what are probably bottom-dwelling species which would
therefore make little contribution to the acoustic backscatter.
Sea perch, lookdown dory, and ghost shark would fall within

TABLE II. For each trawl station, the station weight used in the sum of squares, the catch of hoki, the
percentage of hoki in the total catch~by weight!, the number of hoki measured, and the catch of the main
bycatch species. CBO: Bollen’s rattail, COL: Oliver’s rattail, GSH: ghost shark, LDO: lookdown dory, RBM:
Ray’s bream, SPD: spiny dogfish, and SPE: sea perch.

Trawl
station

Station
weight

Hoki
catch~ton!

Hoki catch/
total catch

~%!

No. of
hoki

measured
Bycatch species catch

~when>80 kg!

7 2 1.1 79 608 SPD 273
8 1 0.3 81 160
9 1 0.4 99 257

10 1 0.5 99 393
11 1 0.4 97 260
12 2 0.5 85 666
13 2 0.4 85 586

117 2 2.4 80 617 LDO 114, SPD 107, SPE 88
118 2 1.3 78 612 SPD 95
119 0.1 0.04 32 91
120 2 4.2 91 679 GSH 147
121 2 2.3 76 626 SPD 175, SPE 243
122 2 0.4 82 516 RBM 88
130 2 1.2 70 629 CBO 168, COL 82
131 0.1 0.07 36 76
132 0.1 0.09 32 103
133 1 0.03 18 40
141 1 0.2 49 254
142 1 0.4 64 372

TABLE III. The length frequency sample size for each trawl station for the bycatch species used in the analysis.
‘‘–’’ indicates that less than 50 were measured for that station. FRO: frost fish, CBI: two-saddle rattail, JAV:
javelin fish, COL: Oliver’s rattail, and CBO: Bollen’s rattail.

Species
code

Station no.

12 13 121 130 131 132 133 141 142

FRO 53 53 – – – – – – –
CBI 50 100 – – – – – – –
JAV – – 119 122 60 82 79 112 100
COL – – – 103 86 135 97 69 –
CBO – – – 115 – 76 – 87 60
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this category. For the bycatch species the length frequency
sample sizes were typically less than 100 and there were no
common species between the KAHAROA and TANGAROA

voyages~Table III!.
Two examples of the hoki length frequencies and asso-

ciated target strength distributions used in the analysis are
given in Fig. 1. In the baseline analysis only the main modes
were used@e.g., for station 9 the possible mode at 30 cm was
used in a sensitivity run but excluded from the baseline run
@Fig. 1~a!#. A small length frequency sample size does not
necessarily mean that the length modes are not well defined.
Arguably, the single mode for station 131 is better defined
than the two modes for station 9@Figs. 1~a! and ~c!# despite
the lower sample size~see Table II!. The second KAHAROA

TS set has a very smooth distribution when a cell width of 1
dB is used@Fig. 1~b!#. This is due to its enormous sample
size~381 000!. In comparison, the sixth TANGAROA set with
a moderate sample size~21 000! is only relatively smooth
when a cell width of 2 dB is used@Fig. 1~d!#.

In the baseline run and the two sensitivity runs the glo-
bal minimum for the sum of squares occurred when the slope

of the hoki length to TS relationship was 5, being the lowest
value of the range considered~Fig. 2!. Such a low value is
implausible and it should be noted that a slope of 0 will yield
an even better fit. In each of the three runs there was a
general dip in the sum of squares when the hoki slope was
near to 75. However, for hoki slopes of about 20, a better fit
can be achieved in each of the three runs than is possible for
hoki slopes of about 75~Fig. 2!.

When the minimization was done in each of the three
runs, while restricting the hoki slope to between 65 and 85,
the best fits were obtained at hoki slopes from 73.3 to 77.5
~Table IV!. Estimates of the length to TS relationships for
the bycatch species were stable across the three runs except
for frostfish ~Table IV!. However, for two-saddle rattail the
estimated slope was always at the lower bound imposed dur-
ing the estimation, and for Bollen’s rattail the estimated
slope was always at the upper bound.

In the baseline case~with the estimated hoki slope at
about 75! the fit to the associated pairs of length and TS
modes appears reasonable~Fig. 3!. The relationship is also
consistent with three previously estimatedin situ points~Fig.
3!. The previously estimated hoki TS relationships of ‘‘Ma-

FIG. 2. The general trend in the shapes of the sums of squares surfaces, with
regard to the slope in the length to TS relationship for hoki, for the baseline
run and the two sensitivity runs. ‘‘Main modes’’ uses the same length modes
as the baseline but with a different weighting scheme. ‘‘All modes’’ uses the
same weights as ‘‘Main modes’’ but with a much larger number of length
modes.

TABLE IV. The estimated length to TS relationships for hoki and the bycatch species in the baseline and
sensitivity runs~‘‘Intc.’’ 5intercept!.

Species

Baseline Main modes All modes

Intc. Slope Intc. Slope Intc. Slope

Hoki 2177.6 75.2 2174.8 73.3 2183.9 77.5
Frostfish 277.8 18.9 2161.8 49.4 2156.4 46.4
Two-saddle rattail 2100.1 18.0 2100.1 18.0 2100.1 18.0
Javelin fish 2137.5 37.4 2137.4 37.2 2137.4 37.2
Oliver’s rattail 281.4 20.9 282.4 21.5 282.4 21.5
Bollen’s rattail 2206.8 80.0 2206.5 80.0 2206.5 80.0

FIG. 3. The fitted length to target strength relationship for hoki in the
baseline case~solid line!. The relationship for hoki derived by Bradford
~1999! is also shown~dashed line! with the three previously acceptedin situ
data points~triangles!.
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caulay’’ ~Macaulay and Grimes, 2000! and Bradford~1999!
are on the edge of the estimated confidence region~Fig. 4!.
The estimate of ‘‘Grimes’’~Macaulay and Grimes, 2000!
from the latest swimbladder modeling results, which has a
neutral buoyancy assumption, is clearly inconsistent with the
modal estimate~Fig. 4!.

When a hoki slope of 20 is imposed on the minimiza-
tion, the resultant fit is also reasonable, except that the pre-
dicted values for lengths above 70 cm are all higher than the
observed values~Fig. 5!. However, this relationship is not
consistent with the previousin situ points ~Fig. 5! or with
any of the other estimated relationships~Fig. 6!.

For three of the five bycatch species there is very little
contrast in the modal lengths used in the analysis~Fig. 7!.
For this reason the estimates for frostfish, two-saddle rattail,
and Bollen’s rattail are highly dubious. The estimated rela-
tionships for javelin fish and Oliver’s rattail are based on a
wider range of lengths, but because of the paucity of data,
the estimates can only be described as preliminary.

IV. DISCUSSION

A. Estimation method

For any estimation method it is important to understand
the strengths and limitations of the method in terms of the
reliability of the estimates that it provides. The method pro-
posed in this article assumes that there is a one-to-one cor-
respondence between length frequency modes and TS modes
for each species for which a length to target strength rela-
tionship is estimated. It is known that for some species that
such a relationship does not necessarily hold. On occasion, a
single species layer with a uni-modal length frequency has

been seen to produce a bimodal TS distribution and it has
been shown that such an occurrence can be predicted from
swimbladder modeling results~Williamson and Traynor,
1984!. The method proposed in this article will not work
well with such species. However, the same type of modeling
approach can still be used.

A natural extension of the method, consistent with the

FIG. 4. The fitted length to target strength relationship for hoki in the
baseline case~solid line! with a 99% confidence region. The relationships
for hoki derived by Bradford~1999!, and Macaulay and Grimes~2000! are
also shown. The ‘‘Macaulay’’ relationship usedin situ data and the
‘‘Grimes’’ relationship was from swimbladder modeling which used a neu-
tral buoyancy assumption.

FIG. 5. The fitted length to target strength relationship for hoki when a slope
of 20 is assumed~solid line!. The relationship for hoki derived by Bradford
~1999! is also shown~dashed line! with the three previously acceptedin situ
data points~triangles!.

FIG. 6. The fitted length to target strength relationship for hoki when a slope
of 20 is assumed~solid line! with a 99% confidence region. The relation-
ships for hoki derived by Bradford~1999!, and Macaulay and Grimes~2000!
are also shown. The ‘‘Macaulay’’ relationship usedin situ data and the
‘‘Grimes’’ relationship was from swimbladder modeling which used a neu-
tral buoyancy assumption.
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underlying philosophy, is to use a more complicated estima-
tion model which uses length frequencies to predict TS dis-
tributions. Fitting TS distributions to obtain estimates of pa-
rameters of interest is not new in the acoustic literature, but it
has generally only been done in a restricted setting where
many of the parameters are assumed to be known~e.g., Chu
et al., 1993; Foote and Traynor, 1988; MacLennan and
Menz, 1996!. Of course, depending on what data are avail-
able, the use of a more complex model~with more param-
eters! may or may not yield better estimates than the current
approach.

Another issue with using TS modes in a regression to
obtain a length to tilt-averaged TS relationship is that the
backscattering cross section corresponding to the modal TS
is not generally equal to the tilt-averaged backscattering
cross section. This is due to the transformation between log
space~TS! and linear space~backscattering cross section!
and that the averaging of TS must be done in linear space
~Burczynski, 1979!. In the case when a ‘‘modal TS distribu-
tion’’ ~being the distribution associated with a single mode!
is normal, then the backscattering cross section is lognormal
and the ratio of the average backscattering cross section
(E@ t#) to the backscattering cross section of the TS mode
~m! is

E@ t#

m
5e@~1/2!~~ loge~10!s!/10!2#,

wheres is the standard deviation of the modal TS distribu-
tion.

An observed modal TS distribution will contain a con-
tribution of variance from the size composition of the targets
responsible for the mode and from their tilt angle distribu-
tion. For a particular species, it is the contribution of vari-
ance due to the tilt angle distribution which is determinant in
whether a regression on TS modes will yield an adequate

approximation for a length to tilt-averaged TS relationship.
In the above equation, values ofs from 1 to 3 give ratios of
1.03 to 1.27; the ratio is about 2 whens55, and is greater
than 5 whens58. If the observed TS modes in a data set
typically have a large variance, then the proposed method
would be expected to under estimate true TS. The method
could still be applied, using ‘‘corrected’’ modes, if it were
possible to estimate appropriate factors based on the vari-
ances of modal TS distributions. However, it may be better
to use a more complex estimation model as suggested in the
case of species which may produce bimodal TS distributions
from a uni-modal length distribution.

The estimation method used in this article is fairly ro-
bust to TS modes caused by species not used in the estima-
tion procedure. Provided that the model assumptions are sat-
isfied and there is not too much observation error, the
method allows any number of spurious TS modes to be ig-
nored in favor of those modes which yield the best fit. If
there is too much observation error, then TS modes may not
be assigned to the correct species. However, if the data set
includes stations from single species layers with a uni-modal
length frequency, then the estimation of the length to TS
relationship for these species will be much more robust, es-
pecially so if such layers cover a large length range.

The proposed boot-strapping procedure provides a use-
ful indication of the confidence that can be placed in the
estimates for a given species. However, it underestimates the
level of uncertainty in the relationship because it does not
allow for alternative correspondences between length and TS
modes. A better method would be to bootstrap the full esti-
mation procedure, but this is somewhat problematic because
an allowance would need to be made for all of the species
which contributed to the TS modes~i.e., not just those spe-
cies which are represented in the length frequencies!. One
possibility would be to attribute TS modes which were not

FIG. 7. The fitted length to TS relationships for the
species other than hoki used in the analysis:~a! frost-
fish, ~b! two saddle rattail,~c! javelin fish,~d! Oliver’s
rattail, and~e! Bollen’s rettail.

161 161J. Acoust. Soc. Am., Vol. 109, No. 1, January 2001 Cordue et al.: Least squares estimation of TS



assigned to the represented species to the minimum number
of unknown species which would explain them.

B. Hoki data set

The use of the proposed method on the hoki data set is
probably acceptable in regard to the issue of whether there is
a one-to-one correspondence between hoki length modes and
hoki TS modes. We used the early swimbladder modeling
results of Grimeset al. ~1997! to create simulated TS distri-
butions for uni-modal length frequencies with a range of tilt
angle distributions. All of the simulated TS distributions
were uni-modal because there was sufficient variation in the
TS response at angle for fish of the same length. In simula-
tions which did not include variation in response at angle for
a given fish length, it was easy to generate a bimodal TS
distribution from a uni-modal length frequency. Sufficient
conditions were that the tilt angle distribution extended be-
yond the occurrence of the first nulls~or very low TS values!
and that the TS response at angle was symmetric about the
mode of the tilt angle distribution.

The variance in individual modal TS distributions was
examined visually for each TS mode which was associated
with a hoki length mode~in the baseline run!. The standard
deviations ranged from about 3 to 5 dB. Given that this
variation is due to variation in length, possible multiple spe-
cies composition, sampling variance, and thetilt angle dis-
tribution, it was considered that there would be little error in
using modal TS as a proxy for tilt averaged TS.

The estimated slope of about 75 for the hoki TS rela-
tionship seems dubious given estimates of slopes for other
fish species and the rather common practice of assuming a
slope of 20~Foote, 1979!. McClatchieet al. ~1996! provide a
range of estimates for regressions of maximum dorsal aspect
TS using a large collection of published data. Their slope
estimates range from about 10 to 25, and the 95% confidence
intervals for the slopes of any of the species do not extend
beyond 30. They do note that hoki is atypical of gadoids
having a small swimbladder relative to its length because of
a long tapering tail. This explains why it may have a lower
TS at length than a typical gadoid, but does not suggest that
the slope of the length to TS relationship would be steeper
than that of other gadoids.

When a slope of 20 was imposed in the modal fitting for
the hoki data set, the fit was better than at a slope of 75.
However, the regression line was inconsistent with the early
in situ data points accepted by Bradford~1999!, the early
swimbladder modeling results~Grimeset al., 1997! and the
regression line from modal association by eye~Macaulay
and Grimes, 2000! ~see Figs. 5 and 6!. In contrast, the re-
gression with the slope at 75 was consistent with these re-
sults~see Figs. 3 and 4!. The most recent swimbladder mod-
eling results made a neutral buoyancy assumption to
determine how much to inflate the swimbladders~Macaulay
and Grimes, 2000!. The higher intercept and the flatter slope
of this relationship compared to the other estimated relation-
ships~see Fig. 4! suggest that the neutral buoyancy assump-
tion is incorrect, and that smaller hoki maintain a higher
magnitude of negative buoyancy than larger hoki.

It is possible that the estimated slope of about 75 is

correct for hoki. Part, but not all, of the steep slope can be
explained by the relative growth rates of the swimbladder
and the fish length~the early swimbladder modelling results
gave an estimated slope of about 55!. The additional steep-
ness could be explained by a trend in tilt angle distribution
with length. Smaller hoki are more vulnerable to predators
than larger hoki and therefore could be expected to maintain
a greater level of negative buoyancy to enable a quicker dive
response when threatened. However, this is somewhat specu-
lative and more data will be required before hoki TS can be
estimated with confidence.
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APPENDIX: DETERMINATION OF TS AND LENGTH
FREQUENCY MODES

The modes in the target strength distributions and the
length frequencies were determined algorithmically. The
same algorithm was used on all of the data~target strength
and length frequencies!, but different parameters were used
depending on the number of samples in each distribution.

The algorithm ‘‘get.modes’’ is given below in
S/S1code ~‘‘ ←’’ denotes assignment, ‘‘@ #’’ addresses sub-
components of vectors, ‘‘c~ !’’ concatenates numbers to form
vectors, ‘‘#’’ prefixes comments!:

get.modes←function~counts, breaks, crit, crit1, p! $
# counts is the vector of cell frequencies, breaks is the

vector of breakpoints
# crit, crit1, and p are the parameters controlling assign-

ment of modes
n←length~counts!
totct←sum~counts!
midpts←~breaks@2:~n11!#1breaks@1:n#!/2
modeid←NULL
for ~i in 1:n!

if ~counts@i#/totct.p and bigdrop~counts, i, crit, crit1!!
modeid←c~modeid,i!

modes←midpts@modeid#
return~modes! %

The essentials of the Boolean function ‘‘bigdrop’’ are as fol-
lows.
• If ~counts@i#>counts@i21# and counts@i#>counts@i11#!

then the ith cell is proposed as a ‘‘mode.’’
• If $counts@i#.counts@i21# and counts@i#,counts@i11# and

~counts@i#2counts@i21#!/~counts@i11#2counts@i#!,crit1%
or $counts@i#.counts@i11# and counts@i#,counts@i21# and
~counts@i#2counts@i11#!/~counts@i21#2counts@i#!,crit1%
then the ith cell is proposed as a ‘‘shoulder.’’

• For a proposed mode or shoulder, let counts@v# be the
cell count in the nearest ‘‘valley.’’ If
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(counts@v#/counts@i#,crit) then the proposed mode or
shoulder is accepted~and bigdrop returns TRUE!.

For the target strength distributions, cell widths~the distance
between breakpoints! varied from 1 to 2 dB. The smallest
width was used for the largest KAHAROA distributions which
had hundreds of thousands of samples. The largest width was
used for all of the TANGAROA distributions; these had tens of
thousands of samples. Note, larger cell widths give smoother
distributions; if a distribution is too ‘‘spikey,’’ then there
will be many spurious modes. A p value of 0.003 was used
for all target strength distributions~it is relatively low be-
cause of the relatively large sample sizes!. The value of crit1
was almost always 0.1, but it was increased to 0.3 on two
occasions to allow the selection of shoulders which were
obvious by eye~but not selected at the stricter level of 0.1!.
The value of crit was always 0.8, but this could have been set
much lower without affecting the results~it should not be too
low, otherwise a mode with modes on either side of it will
not be selected!.

For the length frequencies, all species for which samples
of 50 or more were measured were used in the analysis. The
cell widths were either 6 cm~sample sizes up to 400! or 4 cm
~sample sizes from 500 to 700!. A strict value of 0.05 was
used for p and crit1 to ensure that only ‘‘main modes’’ were
accepted and shoulders were virtually eliminated. As for the
target strength distributions, a value of 0.8 was used for crit,
but this could have been set much lower without affecting
the results. These parameters lead to either one or two modes
being accepted for hoki length frequencies, and only one
mode for each bycatch species. As a sensitivity test, an al-
ternative result was obtained by using lower p and crit1 val-
ues, which for some stations gave up to four hoki modes~but
still only one mode for each bycatch species!.
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Using the simple slab-cylinder acoustic model for fish, developed by Clay and Horne@J. Acoust.
Soc. Am.96, 1661–1668~1994!#, the target strengths of three of New Zealand’s deep-water fish
species, namely orange roughy, black oreos, and smooth oreos, have been derived. The target
strengths derived for the model fish have been found to be in reasonable agreement with currently
accepted target strength values. These three model fish were used in a study to test the species
discrimination of a chirp sonar system. Chirps of center frequencies 40, 80, and 160 kHz and
bandwidth of 10, 20, and 40 kHz have been used to acoustically illuminate the three fish species
listed above and the matched, filtered responses to the chirps determined. The effect of the response
of transducer or system bandwidth has also been investigated. It has been found that the bandwidth
of the chirp is much more important for resolving detail in a fish target than the chirp center
frequency. A bandwidth of at least 20 kHz, and preferably 40 kHz, produces matched filtered
responses for black and smooth oreos and orange roughy which are quite clearly species specific.
Results suggest that with orange roughy it may be possible to size and even sex the targets
acoustically. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1332381#

PACS numbers: 43.30.Sf, 43.20.Fn, 43.30.Ft@DLB#

I. INTRODUCTION

Orange roughy~Hoplostethus Atlanticus! are but one of
a number of deep-water fishes which feed the valuable deep-
water fishing industry around New Zealand. Reliable esti-
mates of the absolute biomass of the major deepwater spe-
cies are an ongoing requirement for effective management of
this national resource~Clark and Tracy, 1994!. Acoustic sur-
veys are now thought to provide the most effective means of
assessing the absolute biomass of these dominant deep-water
species~Do and Coombs, 1989; Elliot and Kloser, 1993;
Cordue, 1996; Kloseret al., 1996!. However acoustic assess-
ment of deep-water species has unique problems that sets it
apart from the simpler acoustic stock assessment of species
living in more shallow regions~McClatchieet al., 1999!.

In order to assess the absolute biomass of any particular
species, one has to know the acoustic target strength for that
species. While this is difficult enough with fishes living in
shallow waters, the problems are exacerbated for deep-water
fishes like orange roughy~McClatchieet al., 1999!. It is dif-
ficult to bring live fish to the surface from such great depths
without damaging them in some way. Working with dead
orange roughy has even more problems associated with it
and it was the uncertainties of estimating the target strengths
from dead orange roughy that led McClatchieet al. ~1999! to
attempt to capture live orange roughy for target strength
measurements. Even working with orange roughyin situ, at
great depths, has its problems. Orange roughy exhibit strong
avoidance reactions to both towed and falling objects
~Koslow et al., 1995! and this orientation change tends to
bias target strength estimates~McClatchieet al., 1999!. Fi-
nally, orange roughy usually occur in nature in association

with other deep-water species which have much higher target
strengths, for example black and smooth oreos~Allocytus
niger and Pseudocyttus maculatus! ~Doonan et al., 1998!.
Such species mixing could significantly bias biomass esti-
mates.

The reason for the significant difference in target
strength between orange roughy and black and smooth oreos
is that orange roughy do not have an air-filled swimbladder.
Foote~1980! showed that for fish in dorsal aspect, air-filled
swimbladders were responsible for 90% to 95% of the acous-
tic backscattering cross section. Orange roughy maintain
their buoyancy by using a swimbladder filled with wax esters
~Phleger and Grigor, 1990!. As the waxy esters have a den-
sity only slightly less than that of seawater, and as the veloc-
ity of sound in the esters is not significantly different from
that in seawater~McClatchieet al., 2000!, the acoustic im-
pedance of an orange roughy is not significantly different
from the surrounding sea water. An orange roughy is thus
not a very strong acoustic scatterer. In fact, acoustically it
might almost be considered a ‘‘stealth’’ fish. The air-filled
swimbladders of black and smooth oreos, on the other hand,
have acoustic impedances tens of times smaller than that of
seawater. Their air bladders are thus almost perfect acoustic
reflectors in seawater.

The fact that the acoustic scattering characteristics of the
orange roughy are so different from its swimbladdered col-
leagues suggests that orange roughy could make an ideal
candidate for target identification using acoustic techniques.
With reliable identification of orange roughy in their natural
environment, many of the problems of target strength evalu-
ation listed above could be avoided. Reliable identification of
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orange roughy targets could therefore lead to significant im-
provements in biomass estimation.

Many varied techniques have been employed in attempts
to differentiate between fish species acoustically. However,
there are broadly two different approaches. The approach
most commonly used tries to identify schooling fish by look-
ing at the characteristics of fish schools~LeFeuvreet al.,
2000; Rose and Legget, 1988; Scalabrinet al., 1996!. This
approach has the advantage that it can use the same acoustic
sounding instrumentation as that used in the standard biom-
ass surveys and thus can be used concurrently. It has the
disadvantage that very few features of fish shoals exhibit
high species discrimination~Scalabrinet al., 1996!.

The second approach is to try and identify individual
fish on the edge of large schools~Koslow and Kloser, 1999!.
By using towed transducers near fish schools, it is possible to
obtain in situ target strengths of individual fish~Do and
Coombs, 1989; Cordue, 1996!. By measuring the target
strength at three discrete frequencies, Koslow and Kloser
~1999! claim to have some success in discriminating between
myctophidae, orange roughy, and whiptails. Koslow and
Kloser ~1999! provide no modeling data on the species be-
tween which they discriminated. They merely combined the
signals from the three different frequencies in an empirical
fashion until species-specific outputs were obtained.

This paper uses the second approach in that it tries to
identify individual fish of a particular species. However,
rather than using an empirical system based on three arbi-
trarily chosen frequencies, we have adopted an acoustic
modeling approach. First, we have produced three simple
anatomically based acoustic backscatter models for orange
roughy and black and smooth oreos. Then, we have theoreti-
cally insonified these target fish with frequency-modulated
pulses~chirps! in an attempt to optimize the parameters of an
acoustic sounding system capable of differentiating between
the three fish groups. In this way we are effectively applying
to fishes the technique which Chu and Stanton~1998! used
with such success on zooplankton.

By alternately transmitting chirp and standard target
strength pulses from a towed body, it should be possible to
identify individual fishes and then measure theirin situ target
strength.

II. MODELING

A. Frequency range

When performing target strength studies on orange
roughy or oreosin situ, it is necessary to work at short ranges
from the fish~typically ,100 m! using a narrow-beam trans-
ducer. This is to ensure we record a reasonable number of
echoes from single fish targets. As orange roughy, during the
spawning season, typically congregate around sea mounts at
a depth of;1000 m, this also means deploying the acoustic
sounding system from a towed body. To maintain both a
narrow beamwidth and still have a towed body of manage-
able size limits operation to frequencies above about 20 kHz,
and we typically use a frequency of 38 kHz for acoustic
surveys of deep-water fish. As we therefore work at frequen-
cies above 20 kHz, in our study we have only modeled the

high-frequency response of fish, thereby avoiding the extra
complications resulting from swimbladder resonances~Clay,
1992; Ye, 1997!. Ye ~1997! has found large discrepancies in
the target strength estimates of gas-filled prolate spheroids at
resonance evaluated using different numerical techniques.

Using the formula for air-bubble resonance frequency
provided by Medwin and Clay~1998!, one can evaluate the
approximate bladder resonance of smooth and black oreos.
At a depth of 1000 m the black and smooth oreos, described
in Tables I and II, respectively, would have bladder reso-
nances at;2.2 and 3.3 kHz, respectively. The target strength
data presented here for black and smooth oreos, which ig-
nore such resonance, should thus not be used below 10 kHz.

Although bladder resonance will not make a significant
contribution above 10 kHz to the target strength~TS! for our
larger species, one should bear in mind that myctophidae,
which are a common fish on the Chatham Rise, New Zealand
and in the Eastern and Southern fishing zones of Australia
~Koslow and Kloser, 1999!, have a much smaller swimblad-
der than oreos. In deep water a 7-cm-long myctophid could
be expected to have a bladder resonance near 10 kHz. In fact,
such a resonance may provide a physical reason for the suc-
cess of the three-frequency technique of Koslow and Kloser
~1999! in distinguishing between myctophidae and whiptails,
both of which have swimbladders.

B. Anatomically based acoustic backscatter models

A drawing of a black oreo, a smooth oreo, and an orange
roughy are shown in the upper half of Fig. 1~from Paul,
1986!. In the lower half of Fig. 1 the three smaller panels
show the acoustical ray paths through a simple spheroidal
model of these fish~shown in the lateral aspect!. The first of
the three panels shows the rays incident on and reflected
from the fish body. This panel applies to all three fish types.
The middle panel of the three shows the extra rays incident
on and reflecting from an air-filled swimbladder. This panel
is applicable to black and smooth oreos. Note, because of the

TABLE I. Physical parameters for spheroidal model black oreo, total length
30 cm.

Parameter Units Swimbladder Fish body Sea water

Length cm 5.2 22.5 n/a
Height cm 2.3 13.5 n/a
Width cm 2.3 5.0 n/a
Velocity of sound m/s 335.0 1548 1484
Density kg/m3 126 1060 1032
Orientation deg. 22.0 0.0 n/a

TABLE II. Physical parameters for spheroidal model smooth oreo, total
length 30 cm.

Parameter Units Swimbladder Fish body

Length cm 2.9 22.4
Height cm 1.65 12.4
Width cm 1.65 4.4
Velocity of sound m/s 335 1548
Density kg/m3 126 1060
Orientation deg. 22.0 0.0
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almost perfect acoustic reflection at the fish-body/air inter-
face, no ray paths are shown into and through the air-filled
swimbladder. The final panel shows the rays incident on and
transmitted through an oil-filled swimbladder. This model
applies to the orange roughy. The impedance contrast be-
tween the body of the roughy and the oil bladder is of the
same order as that between the fish body and seawater. As a
result the reflection at the upper surface of the oil-filled
swimbladder is much weaker than at the upper surface of the
air bladder of an oreo. We therefore now have to also include
ray paths that are transmitted through the swimbladder and
are reflected from its lower surface.

In transverse section the bodies of all our fish are mod-
eled as half-cylinder tops over half-cylinder bottoms, joined
by straight vertical sections~see Fig. 2!. The diameter of the
cylindrical elements, at any point along the longitudinal axis
of the fish~line joining mouth to center of tail! is effectively
defined by the width of the fish, as seen in the dorsal aspect,
at that point along the longitudinal axis. This fish model is an
idealized version of the cod models of Clay and Horne

~1994!, who effectively reduced the acoustic scattering of
cod to a summation over typically 11 cylindrical elements
~see also Medwin and Clay, 1998!. Because of the analytical
nature of our fish models we can easily expand the number
of cylindrical elements used. We have typically used 200
elements which corresponds to digitization steps of;l/40,
wherel is the acoustic wavelength in seawater. This resolu-
tion gives backscatter amplitudes within 0.1 dB and back-
scatter phases within 0.5° of the limiting values obtained
with infinitesimal digitization steps.

The swimbladders of the fish are modeled with a sphe-
roidal model similar to that used for the fish body, the overall
size and axes ratios being chosen to best fit the biological
data for the species under study. Jech and Horne~1998! in-
vestigated the sensitivity of acoustic scattering cross section
of swimbladders to the coarseness of swimbladder digitiza-
tion but did not relate the results directly to wavelength.
Their results can be reinterpreted to show that acoustic back-
scatter cross sections, indistinguishable to plotting accuracy,
can be obtained with digitization intervals,l/3.

C. Data sources for anatomically based fish models

One can see from Figs. 1 and 2 how the simple spheroi-
dal fish model is a reasonable fit to the body of oreos and
roughy. In a similar way the two x rays in Fig. 3 of black and
smooth oreos and the sagittal section of a frozen male orange
roughy~from Phleger and Grigor, 1990! show the legitimacy
of our simple spheroidal model for the swimbladders. For the
smooth oreo in particular, the spheroidal model seems par-
ticularly apposite. The x rays in Fig. 3 were enhanced by
injecting the swimbladders of the oreos with a barium-loaded
epoxy resin. This technique had the advantage that after dis-
section of the fish, the bladder casts could be sliced for use in
more accurate target strength estimations using the Kirchhoff
approximation~Medwin and Clay, 1998; McClatchieet al.,
1996!. Also note that from the sagittal frozen section and the
two x rays it is possible to determine the angle between the

FIG. 1. Upper panel: Drawing of a
black oreo, a smooth oreo and an or-
ange roughy~from Paul, 1986!. Lower
panel: Ray paths through our anatomi-
cally based, acoustic backscatter fish
models.

FIG. 2. Anatomically based, acoustic backscatter fish model from three
aspects.
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longitudinal axis of the fish and the longitudinal~major! axis
of the spheroidal swimbladders, hereinafter termed theori-
entationof the swimbladder. We define the orientation angle
as positive if the fish needs to swim in a head-down configu-
ration to make the major~longitudinal! axis of its swimblad-
der horizontal.

As oreos are recovered from very deep water the swim-
bladders are subject to very great stress as the fish are
brought to the surface. In general the smaller smooth oreo
swimbladders tend to survive the trauma intact but the black
oreo swimbladders more often than not burst under the
strain. There is, therefore, much more uncertainty in the
black oreo swimbladder data than there is in the smooth oreo
data. The overall inflation level of injected swimbladders
was based on the total swimbladder volume required to make
the fish neutrally buoyant~Hart, 2000!.

In a 1998 New Zealand oreo survey~Doonan et al.,
1998!, the mean total lengths of smooth oreo males was 35.9
cm and females 38.9 cm. The black oreos were smaller at
males 31.3 cm and females 31.9 cm. However, though a

larger fish, a smooth oreo of a given length typically has a
swimbladder only;2/3 the length of that of a black oreo of
the same length total length~Barr, 2000!.

Tables I and II provide model data based on the body
and bladder dimensions of one black and one smooth oreo
linearly scaled to a total length of 30 cm. The length of the
fish, presented in Tables I and II, will be seen to be signifi-
cantly less than the stated total length of 30 cm. This is
because the dimensions given in Tables I and II are those of
the ‘‘best-fit’’ spheroidal fish model, as described in Fig. 1,
which we consider most closely approximated our black and
smooth oreos of total length 30 cm. This best-fit spheroidal
fish model takes no account of the tail of the fish.

Since this paper was first written, swimbladder data
from many more black and smooth oreos have become avail-
able. Doonanet al. ~2000! have made measurements on 27
smooth and 22 black oreo swimbladder casts from fish with
total lengths ranging from 22 to 53 cm. However, the ‘‘av-
erage swimbladders’’ derived from these data sets and scaled
to a total length of 30 cm are not significantly different from
our two specimens described in Tables I and II. As a result
we have continued to use these original fish in our modeling.
It can also be argued with some justification that one will
never get an ‘‘average fish’’ as a target.

For our spheroidal orange roughy model we have as-
sumed a standard length of 35 cm, this being the modal size
for commercially exploited orange roughy in New Zealand
~Clark, 1995!. We derived the shape of our orange roughy
from Fig. 1 of McClatchie and Ye~2000! and the details of
the swimbladder from Phleger and Grigor~1990!. These au-
thors indicate that the orange roughy is a very oily fish, the
majority of the oil being located in the flesh and beneath the
skin. The oil-filled swimbladder is the second most signifi-
cant oil source in the fish. Figure 1 of Phleger and Grigor
~1990!, duplicated here as the lower panel of Fig. 3, shows
that the orientation angle of the swimbladder is;18°. This
means that were a fish to swim so that the longitudinal axis
of its swimbladder were horizontal, its head would be tilted
down 18° below the horizontal. The model parameters ex-
tracted from the above references are listed in Table III.

The remainder of the information in Tables I–III was
derived as follows. The sound velocity in water was com-
puted using the simplified formula of Mackenzie~1981!. It
has been evaluated for a salinity of 34.5 parts per thousand
and a temperature of 4.3 °C, these being the conditions rep-
resentative in New Zealand’s Chatham Rise, deep-water fish-
ery ~Doonan, 2000!. The velocity of sound in air and the
density of air are taken from the CRC~1973! handbook. The

FIG. 3. Upper panel: x ray of a black oreo with a ‘‘barium-loaded’’ swim-
bladder. Middle panel: x ray of a smooth oreo with a barium-loaded swim-
bladder. Lower panel: frozen saggittal section of a male orange roughy
~from Phleger and Grigor, 1990!. Swimbladder marked with letter ‘‘S.’’

TABLE III. Physical parameters for spheroidal model orange roughy, stan-
dard length 35 cm.

Parameter Units Swimbladder Fish body

Length cm 7.5 30.5
Height cm 1.85 16.5
Width cm 1.85 7.1
Velocity of sound m/s 1525 1548
Density kg/m3 903 1050
Orientation deg. 18.0 0.0
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density of seawater is computed from the International Equa-
tion of State of Seawater 1980~UNESCO, 1981!. The veloc-
ity of sound in fish flesh, and the flesh density are each
averages of 27 measurements presented by Shibata~1969!.
The constants in the tables are assumed to be valid at a depth
of 1000 m.

Finally, it should again be stressed that these are very
basic model fish. We arenot trying to accurately model the
absolute target strengths of orange roughy and oreos or their
intraspecies variability. We are merely trying to ascertain if it
may be possible to distinguish between different fishes
acoustically using chirp technology. In this study we only
wish to set realistic limits on the design parameters of such a
system.

III. SOUND SCATTERED BY THE ACOUSTIC MODELS

If we assume our fish is insonified with a plane incident
sound wave of amplitudePinc , then the scattered sound pres-
sure,Pscat, at a distanceR from the fish is given in the time
domain by

Pscat~ t,R!5@Pinc~ t2R/c!/R#* l s~ t !, ~1!

where, l s , is the scattering length of the fish in the time
domain and the symbol ‘‘* ’’ denotes convolution. In the fre-
quency domain the scattered sound pressure,Pscat, at the
frequency,f, is given by

Pscat~ f ,R!5@Pinc~ f !/R#Ls~ f !, ~2!

whereLs is the scattering length of the fish in the frequency
domain.

The absolute square of the scattering length,sbs( f ), is
termed the backscattering cross section and the target
strength, TS(f ), is related to the scattering length by the
expression

TS~ f !520 log10uLs~ f !/L0u, ~3!

whereL0 is the reference length, usually 1 m.
There are many ways to compute the scattering lengths

of fish. To determine the scattering length of a fish body in
seawater,Lbod( f ), or an oil swimbladder in the fish,Lblad( f ),
we have chosen the low-contrast fluid-cylinder models de-
veloped by Stantonet al. ~1993! and Clay and Horne~1994!,
as presented by Medwin and Clay~1998!. To determine the
scattering length of an air-filled swimbladder in a fish body,
we have used the work of Clay~1992! as summarized by
Medwin and Clay~1998!. The total scattering length of our
fish models in the frequency domain,Ls( f ), can then be
simply derived by coherently adding the scattering lengths of
the fish body to that of the fish bladder, be it air- or oil filled

Ls~ f !5Lbod~ f !1Lblad~ f !, ~4!

the equivalent form in the time domain being

l s~ t !5 l bod~ t !1 l blad~ t !. ~5!

This simple analysis neglects the effect of the swimbladder
on the rays through the fish body, but as the area of the
swimbladder in dorsal aspect is typically only 4% of the area
of the fish body, errors in the target strength of the fish body
from this source should be small. In the case of an air-filled

bladder, because of its almost perfect acoustic reflectivity,
we can expect an air-filled swimbladder to contribute 90%–
95% of the total scattering cross section of the fish~Foote,
1980!. A 4% error in scattering from the fish body will thus
have a negligible effect on the total scattering cross section
of the fish. In the case of an oil-filled bladder, the correction
should also be negligible as the transmission coefficient of
sound through the bladder will be almost 100% and the ve-
locity of sound in the swimbladder is not significantly differ-
ent from that of the fish body.

A. Black oreo target strength

Figure 4~a! shows the target strength, as a function of
the tilt angle, of our model black oreo of total length 30 cm,
as described in Fig. 1 and Table I, in the dorsal aspect. Due
to the symmetry of the fish body the target strength of the
fish body is also symmetrical, about a tilt angle of 0°. Like-

FIG. 4. Target strength of model black oreo.
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wise, the target strength plot of the swimbladder is sym-
metrical, but about an angle of222° due to the orientation of
the swimbladder relative to the fish body.

At 38 kHz and in the dorsal aspect the target strength of
the black oreo peaks at;235.7 dB, when swimming head
down with the body tilted 22° below the horizontal plane.
The dominant contributor to the backscatter is the air-filled
swimbladder. This maximum target strength value is very
near the value of235.6 dB presented by Barr~2000!, which
was derived from a linear least-squares fit of the target
strength of 22 black oreo swimbladder casts to the total
length of the fish from which the casts were extracted, evalu-
ated at a total length of 30 cm. The target strength of the 22
casts was derived using the Kirchhoff surface integral tech-
nique~Medwin and Clay, 1998; McClatchieet al., 1996! and
the fish ranged in length from 26 to 37 cm~Coombset al.,
2000!. The agreement to within 0.1 dB is probably just good
fortune, bearing in mind the ontogenetic changes and in-
traspecific variability in black oreos, but it adds support to
the validity of the software used to derive the target
strengths. The maximum scattering from the fish body is
typically ;253 dB, some 17 dB smaller than the scattering
from the air bladder. This ratio is somewhat greater than the
value of ;11 dB obtained by Foote~1980! comparing
similar-shaped fish~cod and mackerel! with and without
swim bladders.

Figure 4~b! shows how the target strength, in the dorsal
aspect and at zero fish tilt, varies with frequency.~Note that
in our calculations swimbladder resonances are not in-
cluded.! It is clear that the contribution from the swimblad-
der is almost independent of frequency, whereas that of the
fish body is oscillatory in nature, due to the interference be-
tween the signals reflected from the upper and lower surfaces
of the fish body. These results are similar to those obtained
by Clay and Horne~1994! modeling Atlantic cod. It should
be noted that in a real fish, the uniform periodic variation
with frequency of the target strength of the fish body will be
destroyed somewhat by the irregular shape of a real oreo and
the presence of the internal organs.

Finally, Fig. 4~c! shows how one can expect the target
strength to vary with the total length of the fish. In this model
it is assumed that all dimensions of the body and the bladder
scale uniformly.

B. Smooth oreo target strength

The physical parameters we have chosen for our acous-
tic model smooth oreo, shown in the middle upper panel of
Fig. 1, are listed in Table II. The three panels in Fig. 5~a!
show the target strength computed for this model smooth
oreo in the dorsal aspect. The fish has been scaled to a total
length of 30 cm, the same as the model black oreo~Sec.
III A ! in order to facilitate comparisons. Like the black oreo
the target strength of the smooth oreo is dominated by the
air-filled swimbladder component, but at a level only;12
dB greater than the maximum target strength of the fish
body. This result is very similar to the value of;11 dB
obtained by Foote~1980! as the difference in target strength
between similar fish with and without swimbladders.

The maximum target strength for the smooth oreo swim-
bladder in our 30-cm model evaluates to241.1 dB @Fig.
5~a!#. This target strength value is near the value of242 dB
presented by Barr~2000! which was derived from a linear
least-squares fit of the target strength of 23 smooth oreo
swimbladder casts to the total length of the fish from which
the casts were extracted, evaluated at a total length of 30 cm.
The target strength of the 23 casts was derived using the
Kirchhoff surface integral technique~Medwin and Clay,
1998; McClatchieet al., 1996! and the fish ranged in length
from 22 to 36 cm~Coombset al., 2000!. This again supports
the validity of our model.

Figure 5~b! shows how the target strength of the smooth
oreo varies with frequency. The total target strength of the
smooth oreo can be seen to fluctuate more than that of the
black oreo due to the smaller difference between the back-
scatter from the swimbladder and fish body. For a similar
reason the plot of smooth oreo target strength as a function

FIG. 5. Target strength of model smooth oreo.
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of total fish length@Fig. 5~c!# oscillates about the target
strength of the swimbladder alone by about62.5 dB

As the behaviors of the target strength of the black and
smooth oreo with frequency are very similar, it would be
difficult to differentiate them just by looking at the variation
of target strength with frequency~Koslow and Kloser, 1999!.
A small black oreo would look very much like a larger
smooth oreo, especially when intraspecific variability is
taken into account. However, it is clear that the relative con-
tributions of swimbladder and fish body are different be-
tween black and smooth oreos and a technique based on this
difference may show some species discrimination.

C. Orange roughy target strength

Figure 6~a! shows the target strength~in the dorsal as-
pect! as a function of tilt angle of the orange roughy de-
scribed in Table III at a frequency of 38 kHz. It can be seen
that unlike the oreo target strengths@Fig. 6~a!#, the peak

backscatter from the swimbladder~now oil filled! and the
fish body are similar at around250-dB maximum. It can
also be seen that the shape of the fish body and swimbladder
responses is similar, the differences being largely ones of
horizontal scale, a direct result of the difference in height of
the swimbladder and the fish body. Also, due to the orienta-
tion of the swimbladder in the fish body the swimbladder
response peaks at fish tilt angle of218°, whereas the re-
sponse of the fish body peaks at zero tilt. As a result the
response of the fish body and swimbladder combine to give
an almost constant target strength over the tilt angle range
from 15° to 228.° However, slight changes in the size of
the fish body, or a small vertical displacement or rotation of
the swimbladder, would significantly alter the relative phas-
ing of target strength contributions from swimbladder and
fish body and hence the appearance of the total fish backscat-
ter @see Fig. 6~a!#, where contributions from the swimbladder
and fish body are similar in amplitude.

Figure 6~b! shows how the target strength of our model
orange roughy, in the dorsal aspect and zero tilt angle, varies
with frequency. The variations of target strength for fish
body and swimbladder can be seen to be of similar shape but
they differ in amplitude and horizontal scale due to the 18°
tilt of the swimbladder relative to the fish body and the dif-
ference in height of the fish body and swimbladder, respec-
tively. The target strength for the fish body varies;5.6 times
more rapidly with frequency simply due to the fish body
having a height;5.6 times that of the effective height of the
rotated swimbladder.

The heavy solid line in Fig. 6~b! shows the target
strength of the whole fish. This can be seen to undergo rapid
amplitude variations, mainly due to constructive and destruc-
tive interference between the acoustic signals scattered back
from the upper and lower surfaces of the fish body. An ir-
regular and smaller scale target strength variation results
from interference between the dominant scatter from the fish
body and the weaker scatter from the tilted swimbladder.
Figure 6~c! shows how one might expect the target strength
of an orange roughy, measured at 38 kHz, in the dorsal as-
pect and zero tilt angle, to vary with its overall length. Note
that although the target strength undergoes a periodic ampli-
tude variation, at standard lengths near 33.6 cm, the average
standard length of male and female orange roughy observed
by Kloseret al. ~2000! during target strength experiments on
roughy plumes, our model gives target strength values of
;251 dB. Kloser et al. ~2000! obtained values between
251 and252.1 dB. This agreement, superficially at least,
gives some confidence in our model but the rapid variation
of target strength with fish length and frequency@Figs.
6~c!,~b!# suggests that this agreement might be almost fortu-
itous.

The rapid variations of target strength with fish length
shown in Fig. 6~c! were derived assuming a continuous wave
excitation at 38 kHz. A typical target strength pulse is only
;315 ms long and therefore has a bandwidth of;3 kHz.
Were the target strength values in Fig. 6 to be derived by
using such a broadband pulse, the effect would be a weighted
integration over the regions of rapid fluctuation which would
probably reduce the perceived target strength somewhat, but

FIG. 6. Target strength of model orange roughy.
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would also reduce the severity of the target strength fluctua-
tions. This effect is to be the topic of an independent study.

The complex nature of the variation of orange roughy
target strength with standard length given in Fig. 6~c! also
suggests there may be some additional problems in the
acoustic biomass assessment of this species which are not
present for the more common air-swimbladdered fish like
black oreos@Fig. 6~c!#. For biomass estimation pulse lengths
are typically ;1 ms long and have a narrower bandwidth
than the target strength pulse. As a result the integrating
effects typical of wide bandwidth target strength pulses will
be less apparent. However, in large schools, where the back-
scatter from individual fish add in a random manner, the
integrating effects of the addition of a continuous range of
fish sizes will tend to smooth out the maxima and minima in
Fig. 6~c!. This should provide an effective smooth variation
of average acoustic backscatter with standard length similar
in nature to Fig. 4~c!.

The target strength of smooth oreos is dominated by the
air-filled swimbladder component, but at a level only;12
dB greater than the target strength for the fish body. The
target strength of the black oreo air-filled swimbladder was
typically ;17 dB greater than the target strength of the fish
body, whereas the target strength of the oil-filled swimblad-
der and fish body of orange roughy were of the same order.
These target strength differences suggest it may be possible
to discriminate between these three species acoustically, and
the remainder of this paper is devoted to determining the
parameters of an acoustic system capable of such discrimi-
nation.

IV. MATCHED-FILTER ANALYSIS

Our objective is to be able to acoustically differentiate
between different fish targets in the presence of background
noise. The most efficient filter for discriminating between
white noise and a desired signal is a time-reversed sequence
of the original transmitted signal~Chu and Stanton, 1998!.
Our design problem therefore revolves around finding the
best spectrum to transmit for differentiating between targets
of different fish species.

When investing in real estate the most important param-
eters are said to be location, location, and location. In a simi-
lar way, when trying to differentiate between different tar-
gets, using either radio waves and radar, or acoustic waves
and sonar, the most important parameters for success might
be said to be bandwidth, bandwidth, and bandwidth. The
simplest form of wideband pulse transmission is the chirp
signal. A chirp has an instantaneous frequency that changes
linearly with time, as given by the equation

c~ t !5H cos~v01at !t, 0<t<T,

0, otherwise,
~6!

wherev0 , a, andT are the initial angular frequency of the
pulse, sweep rate, and pulse duration, respectively. This
pulse type has been used with some success by Chu and
Stanton~1998! to differentiate between different anatomical
groups in zooplankton. They used chirps of 400-kHz band-
width, B, scanning from 300 to 700 kHz in 200ms. At such

high frequencies the attenuation in sea water is very large,
precluding measurements at any significant range. Such high
frequencies were needed to see spatial structure in the plank-
ton which typically had a maximum length of only 30 mm. A
400-kHz bandwidth,B, converts to a time resolution, 1/B of
2.5mS which corresponds to a range resolution of;2 mm in
sea water.

The chirp signal scattered from a fish target,v(t), is a
convolution of the chirp pulse,c(t), given in Eq.~6! with the
scattering impulse response of the fish target,l s(t), given in
Eq. ~5!, and the impulse response of the transducer,b(t). It
can be expressed as

v~ t !5c~ t !* l s~ t !* b~ t !, ~7!

where the symbol ‘‘* ’’ denotes convolution.
To generate a filter exactly matched to the target and

transducer response is not very practical, especially as in any
practical case we do not know the target. In the work that
follows, therefore, we have presented data filtered by a time-
reversed version of the transmitted pulse@described in Eq.
~6!#. Chu and Stanton~1998! prefer to describe this tech-
nique as pulse compression~PC! rather than matched filter-
ing ~MF!. The compressed pulse response,p(t), is then
given by

p~ t !5c~ t !* c~2t !* l s~ t !* b~ t !, ~8!

which reduces to

p~ t !5r ss~ t !* l s~ t !* b~ t !, ~9!

where, r ss(t), is the autocorrelation function of the chirp
signal.

In fact, the transducer and fish backscatter responses
have been evaluated in the frequency domain and thus we
have evaluated the right-hand side of Eq.~9! in the frequency
domain before taking the inverse transform to produce the
pulse-compressed or matched-filter impulse responsep(t) as
given below

p~ t !5T21$uC~ f !u2L~ f !B~ f !%, ~10!

whereC( f ), L( f ), andB( f ) are the Fourier spectra of the
chirp pulse, the backscatter response of the fish target, and
the transducer frequency response, respectively.

A. Standard targets

In order to test the matched-filter software we first com-
puted the filtered chirp response of a 10-cm-long spheroidal
air bladder, of diameter 1 cm. For our chirp pulses we chose
a center frequency of 40 kHz~near 38 kHz, the most com-
monly used frequency for acoustic surveys!, a bandwidth of
40 kHz ~20–60-kHz sweep! and a duration of 8 ms. Figure 7
shows the response of the air bladder to this chirp pulse, after
matched filtering with a time-reversed version of the pulse.

The computations for Fig. 7 include the effect of a the-
oretical transducer frequency response. The transducer re-
sponse is assumed to be that of a single resonant circuit~used
once in the transmit path and once in the receive path! whose
Q value is different in each panel of Fig. 7. With a transducer
Q of 0.25 the bandwidth of the transducer,d f , is 160 kHz
and so it has very little effect on the matched-filter response
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of the chirp, as shown in Fig. 7~a!, where the sidelobe struc-
ture of the response can be seen quite clearly. The sidelobe
structure is a result of the sharp switch on and off of the
chirp pulse, which has undergone little modification in pass-
ing through such a lowQ transducer~see Fig. 2 of Chu and
Stanton, 1998!. As theQ of the transducer is increased, and
hence the system bandwidth reduced, the amplitude at the
beginning and end of the chirp pulse is reduced and hence
also the sidelobe structure. This is seen clearly in moving
from Fig. 7~a! through to Fig. 7~c!. Any further reduction in
bandwidth@Figs. 7~d!–~f!# not only further reduces the side-
lobe amplitude but also has a significant adverse effect on
the time resolution of the system. This is due to the reduced
system bandwidth effectively shortening the chirp duration
and hence the system resolution. Note that in Fig. 7 the am-
plitude scales in each of the six panels have been adjusted to
produce approximately equal peak response amplitudes to
facilitate the comparison of pulse shapes.

The decrease in temporal symmetry with respect to the
peak response of the compressed pulse response in Fig. 7,
with decreasing transducer bandwidth, results from the fact

that the time-reversed chirp used in the processing is not
matched to the phase response of the transducer. This is con-
firmed in Fig. 8, which is a repeat of Fig. 7 but with the
matched filtering again being performed with a time-reversed
chirp but with added phase compensation for the transducer
response. All the curves can now be seen to show time sym-
metry. Figures 7 and 8 show that with lowQ transducers
(Q,;1) the phase response of the transducer has little ef-
fect on the ‘‘matched-filter’’ response. However, at higherQ
values, which are in fact more representative of practical
transducers, using a filter matched to the phase response of
the transducer could have advantages in simplifying the in-
terpretation of backscatter from more complex targets. It also
appears that the optimumQ for a transducer, or for the over-
all transmit–receive system if the system is not transducer
limited, is equal to the frequency of the chirp divided by its
bandwidth. At this setting we get some sidelobe suppression
without incurring too much loss in temporal resolution. This
optimal setting will be used in all the following analyses. As
a typical transducerQ is more likely to be;6 than the value
of unity required for optimum resolution; it may also be

FIG. 7. ‘‘Matched-filter response’’ of
long, thin air-filled spheroid to chirp
pulse showing the effect of the system/
transducer bandwidth.
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advantageous to use compensation for both the amplitude
and phase response of the transducer in a practical target
identification system.

In our case we wish to employ target identification tech-
niques when we are surveying deep-water species in ‘‘the
target strength mode.’’ In this mode we ‘‘fly’’ the acoustic
transducer in a towed body, at a typical depth of 800 m, at a
range of 10 to 100 m above the fish being studied. This gives
us a reasonable chance of getting a significant number of
echoes from single fish targets. At these comparatively short
ranges it will also be possible to use high frequencies, with
their accompanying increased attenuation loss, without too
much return path signal loss. If one assumes that acoustic
transducers have an approximately constantQ factor, then
the maximum usable transducer bandwidth at any frequency,
and hence the spatial resolution of our system, should be
proportional to the mean frequency transmitted.

Having tested the matched-filter software against a
simple spheroidal bladder target, we can now use the chirp
software to derive the response of the fish models, developed
in Sec. III, to insonification by chirp signals.

B. Model fish target responses

A theoretical black oreo, of total length 30 cm, as de-
scribed in Table I and Figs. 1 and 2, was illuminated~in the
dorsal aspect and zero tilt! by a series of 8-ms chirps of
center frequencies (f 0), of 40, 80, and 160 kHz and band-
widths 10, 20, and 40 kHz. The theoretical matched response
to these transmitted pulses is shown in the nine panels of Fig.
9. It can be seen that the dominant parameter of the chirp is
the bandwidth, the chirp center frequency having only a
second-order effect. The greater the chirp bandwidth, the bet-
ter the spatial resolution. A comparison of Figs. 9~a!, ~d!, and
~g! for the black oreo, with Fig. 8~c! for the air-filled swim-
bladder, shows that the effect of the fish body is to produce
small sidelobes on each side of the main response peak. The
amplitude of the sidelobes is about 15 dB below that of the
main peak. The small contribution of the fish body to the
total response agrees with the target strength plot of the
black oreo given in Fig. 3 which shows the target strength of
the fish body to be about 17 dB below that of the swimblad-
der at 38 kHz.

Figure 10 shows the chirp response of our model smooth

FIG. 8. Matched-filter response of
long, thin air-filled spheroid to chirp
pulse showing the effect of system/
transducer bandwidth. Matched filter
compensated for phase response of the
system/transducer.
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oreo, as described in Table II and Figs. 1 and 2. It can be
seen to be very similar to the response of the black oreo
shown in Fig. 9 but with enhanced sidelobes. For both fishes
the dominant scattering center is the upper surface of the air
bladder. However, due to the smaller relative size of the
bladder in the smooth oreo the pulse response of the bladder
is reduced relative to that of the fish body, enhancing the
relative importance of the sidelobes to about 11 dB. In fact,
when using the response to chirps for target identification on
air-bladdered fish, the most useful species specific data will
probably be derived from the separation of the sidelobes, and
the height of the sidelobes relative to the peak response. The
spacing of the sidelobes should give information on fish size,
and the height of the central peak should give information on
the air-bladder backscatter without the obfuscating interfer-
ence effects between body and bladder responses present in
the normal target strength assessment@Figs. 4~c!, 5~c!, 6~c!#.

To check the validity of this assumption, the ratio of the
peak response to the sidelobe response of the matched and
filtered backscatter from black and smooth oreos, ranging in
length from 10 to 50 cm, has been plotted in Fig. 11. Due to
the presence of some sidelobe asymmetry, the sidelobe am-

plitude was taken as the geometric mean of the amplitude of
the upper and lower sidelobes. The data were obtained using
an 8-ms chirp of center frequency 160 kHz and 40-kHz
bandwidth. The data assume all the fish dimensions scale
linearly. It can be seen that the peak to sidelobe response
ratio is clearly different between the two fish groups, the
ratio in blacks being typically 3 dB greater than smooths.
The periodic fluctuations in the peak/sidelobe ratio are
thought to be due the periodic oscillations in the pules re-
sponse@see, for example, Figs. 7~a!, ~b!, ~c!#. This effect may
be less marked when using a lower system bandwidth. Note
that over the same range of fish lengths the target strength of
large smooth oreos would have been the same as the target
strength of smaller black oreos, making species-
discriminatory decisions based on target strength alone am-
biguous. However, it should be noted that no account is
taken of ontogenetic changes and intraspecific variability in
these comparisons. Such effects, together with the effects of
fish tilt, will tend to blur out the distinctions between the two
species. Regardless of theses effects, however, the technique
still has more species discrimination than target strength
alone.

FIG. 9. Response of model black oreo to a range of chirp pulses.
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FIG. 10. Response of model smooth oreo to a range of chirp pulses.

FIG. 11. Ratio of peak response to sidelobe response, plotted as a function
of fish total length. Comparison of black and smooth oreo models.

FIG. 12. Sidelobe separation in matched-filter response of black and smooth
oreo models, plotted as a function of model fish total length.
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Figure 12 shows a plot of sidelobe separation for black
and smooth oreo as a function of fish length, derived from
the same data set as Fig. 11. It shows that the sidelobe sepa-
ration of matched-filter chirp responses should be a useful
method of estimating fish size. It should be remembered that
the heights of our black and smooth oreos differ by only
;9% and as such they represent a difficult case study for
target discrimination.

It could be argued that the sidelobe data could also be
provided by a standard single-frequency acoustic pulse of
sufficiently short duration. At 38 kHz a standard acoustic
survey pulse has 1-ms duration and a target strength pulse
~12 cycles! ;315mS duration. Even the target strength pulse
would only be able to resolve features;25 cm apart. To
resolve the upper and lower body echoes from a 20-cm oreo
~height ;8.5 cm! one would need pulses of duration,110
mS or about 4 cycles of a 38-kHz signal. However, working
with such short duration, and hence wide bandwidth pulses,
with commonly available narrow-band transducers could not
be expected to produce the signal-to-noise ratios one can
achieve using an 8-ms chirp~see Chu and Stanton, 1998!.

The filtered response of our model orange roughy, de-
scribed in Table III and Figs. 1 and 2, is shown in Fig. 13.
Calculations have again been presented for three different
chirp bandwidths~40, 20, and 10 kHz! and three center fre-
quencies~40, 80, and 160 kHz!. It is clear the finer detail in
the orange roughy model is more effective for comparing the
spatial resolution of the nine chirp–pulse combinations than
was the model black oreo. All three chirps with a bandwidth
of 40 kHz are able to resolve both the upper and lower re-
flections from the fish body and also separate reflections
from the oil swimbladder. However, only the 40- and 160-
kHz chirps are able to resolve the reflections from the upper
and lower surfaces of the swimbladder. The superior dis-
crimination of the chirp with the 40-kHz center frequency is
thought to be due to the fact that the 40-kHz chirp senses the
target with waves ranging over a factor of 3:1 in wavelength
~20 to 60 kHz!. In contrast the 80-kHz chirp only covers a
wavelength range of 1.66:1 and the 160-kHz chirp a range of
1.29:1. The 20-kHz bandwidth chirps clearly show the re-
flections from the upper and lower surfaces of the fish body
and give some evidence of the presence of the swimbladder.

FIG. 13. Response of model orange roughy to a range of chirp pulses.
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Again, only the chirp with a 40-kHz center frequency man-
ages to resolve the swimbladder reflections. The 10-kHz
bandwidth chirps are only capable of resolving the reflec-
tions from the fish body. Note, however, that even with a
chirp of only 10-kHz bandwidth the responses of black oreos
@Figs. 9~c!, ~f!, ~i!# and smooth oreos@Figs. 10~c!, ~f!, ~i!# are
quite distinct, irrespective of the chirp center frequency, from
the chirp response of orange roughy@Figs. 13~c!, ~f!, ~i!#.

Phleger and Grigor~1990! state that most of the oil in an
orange roughy lies in the flesh and just under the skin, so it is
possible that in a real-life orange roughy the fish body ech-
oes could be somewhat enhanced over those shown in Fig.
13. The orange roughy also has a large bony skull and spine,
these together contain 20% of the total oil content of the fish.
These extra scattering centers will add extra reflections to
those shown in Fig. 13, making the response of a real orange
roughy even more complex. However, this added complexity
should make it even easier to distinguish between a diffuse
target like the orange roughy and a localized target like the
black oreo. Also, as the gonads of orange roughy are a sig-
nificant fraction of total body volume during the spawning
season, they should make up a measurable component in the
chirp response. It may thus be possible to remotely sense the
sex of orange roughy and even their gonad stage using a
chirp sonar system.

V. SUMMARY

Using the simple slab-cylinder acoustic model for fish,
developed by Clay and Horne~1994!, we have derived the
target strengths of three of New Zealand’s deep-water fish
species, namely orange roughy, black oreos, and smooth
oreos. The target strengths derived from our models have
been found to be in reasonable agreement with currently ac-
cepted target strength values. Unlike some earlier studies on
black and smooth oreos, our calculations have included scat-
tering effects due to the body of the fish as well as the air-
filled swimbladder.

The scattering results for black oreos are very similar to
earlier work of Foote~1980! on gadoids and mackerel in that
90% of the scattered energy comes from the air-filled swim-
bladder rather than the fish body. The dominant scattering
source in the black oreo is localized to the surface of the
air-filled bladder. In contrast, the oil-filled swimbladder of
the orange roughy scatters at a similar level to the rest of the
fish body. All body parts in the roughy, having different
densities or supporting different propagation velocities for
sound waves, contribute in roughly similar amounts to the
scattering cross section. The roughy is thus a much more
distributed scattering source. The smooth oreo, with its
smaller air-filled swimbladder, exhibits scattering with val-
ues between the extremes presented by the black oreo and
the orange roughy. The air bladder in the smooth oreo scat-
ters with about 3 times the efficiency of the fish body.

The above three fish models have been used in a study to
test the ability of a chirp sonar system to discriminate be-
tween fish of different species. Chirps of duration 8 ms, cen-
ter frequencies of 40, 80, and 160 kHz and bandwidths of 10,
20, and 40 kHz have been used to model the insonification of
the three fish species listed above, and the matched-filter

responses to the chirps have been determined. The effect of
the response of transducer~system bandwidth! has also been
investigated. We have found:

The bandwidth of the chirp is much more important for
resolving detail in a target fish than the chirp center fre-
quency.

A chirp bandwidth of at least 20 kHz, and preferably 40
kHz, produces matched-filter responses for black and smooth
oreos and orange roughy which are quite clearly specie spe-
cific.

The matched-filter chirp response can also be used to
distinguish between black and smooth oreos themselves, the
ratio of peak response to mean sidelobe response being the
species-specific parameter. However, the difference is small
and in the real world the distinction will be blurred by vari-
ability of the fish population and also by fish tilt. However, it
must also be remembered that black and smooth oreos are
similar fish in comparison to say, oreos and hoki, where the
same parameter may provide more effective discrimination.

The sidelobe spacing can provide direct information on
fish size.

The more complex chirp response of orange roughy
holds the possibility of even more target-specific informa-
tion. It may even be possible with chirp sonar to monitor
remotely both the sex and gonad stage of orange roughy
during the spawning season.
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Dynamic measurements of the thermal dissipation function
of reticulated vitreous carbon
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A volume modulation technique is employed to measure the complex compressibility of a gas in
reticulated vitreous carbon ~RVC!. The complex compressibility depends on the
geometry-dependent thermal coupling between the gas and the solid walls, and is related to the
thermoacoustic functionf k , or equivalentlyF(lT). By measuring samples of different cross section
and length, all external boundary effects are eliminated, so thatF(lT) corresponding to bulk RVC
is determined. Working down to very low frequencies achieves a wide range of values for the ratio
of the thermal penetration depth to the mean pore size. As a test of the concept of ‘‘capillary-based
porous media,’’ the results are compared to analytical solutions forF(lT) in circular, parallel plate
and pin-array geometries. Measurements made at peak-to-peak gas displacement amplitudes
exceeding the pore size in at least half of the sample showed no observable deviation from the
small-amplitude results. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1333422#

PACS numbers: 43.35.Ud, 43.20.Mv, 43.20.Ye@SGK#

I. INTRODUCTION

Novel stack geometries have the potential to improve
the efficiency of thermoacoustic devices. Recent tests with
reticulated vitreous carbon1 showed that it can perform com-
parably to conventional parallel-plate stacks in prime-movers
and refrigerators.2 RVC is a highly porous rigid open-cell
foam structure composed of vitreous~amorphous! carbon. It
has the desirable properties of low thermal conductivity, high
melting point, and ease of construction. In order to charac-
terize the thermoacoustic properties of novel stacks, we have
recently developed techniques which can directly measure
some of the relevant thermoviscous functions for a sample.3,4

These techniques were successfully tested on pores of simple
geometry~circular, rectangular, etc.! for which the analytical
solution was known. A similar technique was also employed
by Hayden and Swift5 to measure the thermal dissipation
function,F(lT), for the pin-array geometry. Here we present
measurements ofF(lT) for RVC, the first application of
such techniques to a random porous media. These results are
useful in determining the optimal operating frequency for
thermoacoustic devices using RVC of a specified nominal
pore size. Our results can also be used to test the ideas of
‘‘capillary-based porous media.’’ These ideas, first pioneered
by Rayleigh,6 model a complex porous material as an array
of parallel circular tubes or parallel plates. For these cases,
analytic solutions can be found for the complex compress-
ibility and complex density. Later workers developed more
sophisticated techniques by defining ‘‘shape factors’’ or by
finding analytical solutions to more complicated geometries
such as pin-arrays and crossed pin-arrays.7,8 We compare
some of the results of these capillary-based models to our
measurements of the complex compressibility of RVC. By
measuring a material with two different pore sizes, we dem-
onstrate that scaling holds so that our results should be ap-

plicable to RVC of any pore size. Finally, we explore a high-
amplitude regime of operation where the displacement of the
gas is larger than the nominal pore size.

II. EXPERIMENTAL TECHNIQUE

The apparatus is very similar to the ones described in
Refs. 3 and 4. The setup is shown in Fig. 1. A 4-in. woofer,
driven by the reference output of a lock-in~buffered with a
power amplifier!, modulates an electro-formed bellows at-
tached to one side of a porous sample. The motion of the
bellows is monitored by bouncing a laser beam off a mirror
on the speaker cone onto a position-sensitive detector
~United Detector Technology model LSC/5D!. The resulting
pressure oscillations are sensed with a silicon pressure gauge
~Honeywell Microswitch model 24PCAFA1G!. The position
and pressure signals are detected simultaneously with two
digital vector lock-in amplifiers~Stanford Research Systems
models SR850 and SR830! locked to the same reference fre-
quency. The drive frequency is stepped from 0.5 to 96 Hz in
71 equal increments off 1/2. The complex pressure response
is then divided by the complex displacement response for all
measured frequencies. This normalized pressure response
will be referred to throughout the article asp(v).

The setup was designed so that different sample lengths
and geometries could easily be inserted~and sealed! or re-
moved. Before taking data for each sample, the cell was first
flushed with dry nitrogen gas for 30 min and then sealed off
under approximately one atmosphere of nitrogen. The static
pressure in the cell was determined by measuring the outside
pressure with a mercury barometer and the pressure differ-
ence between the inside and outside with the silicon pressure
gauge, which was calibrated separately. The cell was allowed
to equilibrate to room temperature, which was measured with
a mercury thermometer. A complete run for one pore took 35
min, during which time the drift in pressure and temperature
was typically less than 1.5 torr and 0.1 °C, respectively.a!Electronic mail: Wilen@helios.phy.ohiou.edu
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Typically, two or three runs were made with a given pore to
check that the data were reproducible.

Measurements were made on samples of different size.
These measurements determined the thermoacoustic function
F(lT) corresponding to bulk RVC, as discussed below. The
dimensions and shapes of the different samples used in the
experiment are shown in Fig. 2.

III. THEORY

In the low-frequency limit, the pressure response can be
considered spatially uniform. To first order, the pressure and
volume of the cell can be written as

P~ t !5P01P1~v!exp~2 ivt !,
~1!

V~ t !5V01V1~v!exp~2 ivt !,

whereP0 andV0 are the equilibrium values andP1 andV1

are the acoustic variations. The complex compressibility is
defined in terms of these quantities as

C~v!52
1

V0

V1~v!

P1~v!
. ~2!

Throughout this article, it will prove more convenient to
work with the dimensionless quantity,P0C(v). Also for
convenience, the term ‘‘compressibility’’ will be used to re-
fer to the normalized value. The compressibility is related to
the experimentally measured normalized pressure response,
p(v), as follows:3

P0C~v!5
p~0!

p~v!
. ~3!

In addition, the volume of the cell can be expressed as3

V052
P0Aeff

p~0!
, ~4!

whereAeff is the effective cross-sectional area of the bellows.
The thermoacoustic functionF(lT) for a sample is defined
in terms of the complex compressibility as follows:9

F~lT!5
g

g21
@12P0C~v!#, ~5!

where

lT5RAr0vcp

k
. ~6!

Here g is the usual ratio of specific heats,r0 is the gas
density,cp is the isobaric heat capacity, andk is the thermal
conductivity.R is the characteristic pore radius which is de-
fined ~for pores of uniform cross section! as twice the trans-
verse pore area divided by the pore perimeter. Because this
quantity is unknown for RVC, we will use the nominal pore
size specified by the manufacturer.10

In previous work, we showed that by measuring two
lengths of a single pore, we can determine the compressibil-
ity corresponding to an infinite-length pore.3 The measured

FIG. 1. Schematic diagram of the experimental setup.

FIG. 2. Geometry and outside dimensions of the samples used in the ex-
periment. The wall thickness of the brass tubes was 0.028 in.
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compressibility is the sum of the compressibilities of the
uniform middle part of the pore and the ends of the pore
which contain the bellows, pressure gauge, etc., each
weighted by their respective volumes. Two pores of different
lengths have the same contribution from the ends, and the
proper subtraction yields the compressibility from the middle
part alone. The same subtraction can be performed with two
samples of RVC. However, because of the larger diameter of
bellows used in the present experiment, it is necessary to
analyze the data in a slightly different way than was done
previously. The reason is the following: with a large-
diameter bellows, the gas in the bellows~and also the open
region adjacent to it on the right! does not undergo isother-
mal oscillations until extremely low frequencies are reached.
Consequently, the procedure we used previously to find
P0C, which involved extrapolating to the zero frequency
limit of the pressure response, was more difficult here. For-
tunately, it is possible to rearrange the equation describing
the subtraction procedure to show that the subtraction can be
done first on the raw data, followed by an extrapolation to
zero frequency to get the same final result. The formula for
the subtraction is given by

@P0C~v!#`5
Va@P0C~v!#a2Vb@P0C~v!#b

Va2Vb
, ~7!

where the subscript~`! refers to a sample which is infinite in
its length but not in its cross section. Combining this with
Eqs.~4! and ~5!, this expression can be recast as

@P0C~v!#`5
h~v!

h~0!
, ~8!

where the functionh(v) is defined as follows:

h~v!5Pa /pa~v!2Pb /pb~v!. ~9!

HerePa andPb are the static pressures for each of the runs.
h(v) is fully determined from experimentally measured
quantities. Furthermore,h(v) can be easily extrapolated to
zero frequency because the troublesome bellows part of the
response has already been subtracted out. Strictly speaking,
Eq. ~9! is correct only when the static pressure and tempera-
ture is the same for both runs, i.e.,Pa5Pb , Ta5Tb . How-
ever, we can take advantage of scaling properties to relate
two runs taken at different static pressures and temperatures
~denoted bya andb!:11,12

pa~v!5
Pa

Pb
pbS v

PaTbcp~Ta!k~Tb!

PbTacp~Tb!k~Ta! D . ~10!

In practice, we always scale the run taken for the short
pore to have the same pressure and temperature as that of the
long pore. The pressure and temperature do not vary greatly
in the laboratory and this scaling correction never exceeded
2%. The thermal response function is calculated from the
compressibility according to Eq.~5!.

Performing the above subtraction on two different-
length samples of RVC yields the thermal response function
for a sample of ‘‘infinite’’ length~i.e., with no end effects
present!. However, this is not the desired final result because
there are still ‘‘perimeter’’ corrections due to the plane
boundaries between the RVC and the brass tube holding the

sample. The pores adjacent to the tube walls will not have
the same thermal behavior as pores in the middle. To elimi-
nate this effect, we perform measurements on two pairs of
samples. Each pair consists of a short~1

2 in.! and a long
~31

2 in.! sample of RVC in a square tube, but the tube cross
section is different for each pair. The usual subtraction is first
performed for each pair. Because each pair has a different
volume-to-area ratio, it is then possible to perform a third
subtraction to eliminate all effects of the perimeter to achieve
the true bulk result. The details are as follows: assume that
there is a region of widthd near the walls of the tube where
the compressibility is modified due to the RVC/wall inter-
face. The volume of this region isA* d, whereA is the total
area of the outside boundary. We associate with this region
an ‘‘areal’’ thermal response functionFA(lT). In the interior
of the sample, the thermal response function is the one for
bulk, denoted byFB(lT). As usual, the measured response
function is the sum of response functions weighted by their
relative volumes:

F~lT!`5
~V2Ad!FB~lT!1AdFA~lT!

V
. ~11!

If we now take the ‘‘infinite’’ results from two pairs
having different values forV/A, we can solve to find the
bulk result which we denoteFB(lT). Let Fp1 , Vp1 , Ap1 ,
and Fp2 , Vp2 , Ap2 denote the response function, volume,
and area, from the first and second pairs, respectively. Then

FB~lT!5
~Vp1 /Ap1!Fp1~lT!2~Vp2 /Ap2!Fp2~lT!

Vp1 /Ap12Vp2 /Ap2
. ~12!

Technically, there is also a correction to the thermal re-
sponse at the edges of the tube where the faces meet in lines
at 90 degrees. We will see that the areal corrections are al-
ready quite small, so that it is reasonable to neglect these
‘‘line’’ corrections.

Finally, in order to get the most accurate results for
F(lT), it is necessary to correct for the finite length of the
pore relative to an acoustic wavelength. In past work, we
have seen small discrepancies between experiment and
theory at higher frequencies. This was attributed to the fact
that the pressure oscillations are not perfectly uniform
throughout the sample cell. In effect, there are deviations due
to the ‘‘tail’’ of the first resonance in the tube. Here, we
correct for this effect using the following procedure. We
model the cell as an assembly of ducts of the appropriate
cross section and length. We solve for the acoustic pressure
at the position of the pressure gauge as a function of the
velocity of the speaker cone using the boundary conditions at
the ends of, and between, ducts. We assume that the wave
vectork is given by the adiabatic plane wave value,

k5
v

c
, ~13!
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wherec is the adiabatic speed of sound. We then normalize
the acoustic pressure at the gauge by the value obtained by
settingk50. The resulting expression is a ‘‘finitekL’’ cor-
rection factor that we use to correct the measured pressure
oscillations. This correction factor is approximate in the fol-
lowing sense. The wave vector is not strictly given by Eq.
~13!, but depends on the complex compressibility and com-
plex density of the gas.8,9,13 However, the finitekL correc-
tion is extremely small except at the highest frequencies
measured, where Eq.~13! is a reasonable approximation. In
the lower frequency range, the correction term has negligible
effect on the data.

To test this procedure, we measuredF(lT) for an array
of rectangular pores, depicted in Fig. 3. The results are dis-
played with and without the correction, compared to the
theory for this geometry. These results give us confidence
that this procedure is valid. All the remaining results for
F(lT) have been corrected in this fashion.

IV. RESULTS AND DISCUSSION

In Fig. 4, the bulk result for 20 ppi RVC is shown along
with the intermediate ‘‘infinite’’ results for each of the
sample pairs. The small anomaly observed in all the experi-
mental curves is due to pickup at 60 Hz. The experimental
data forF are plotted againstlT5(r0vcp /k)1/2R, whereR
is the nominal pore size specified by the manufacturer.~In
this case,R5 1

20 in.! Note that the ‘‘infinite’’ results are al-
ready very close to the bulk results. In particular, the position
of the dip in the imaginary part is at almost the same position
in all three curves.

In Fig. 5, we plot the bulk RVC results along with the
theory for parallel plates, circular pores, and pin-arrays.14

For pin-arrays, the theory depends on the ratio of the pin
diameter to pin spacing. We chose this ratio by taking the pin
diameter to be the same as the web thickness of the RVC,

and the pin spacing to be given by the pore spacing in the
RVC ~ 1

20 in.!. For each comparison, we adjusted the value of
R for the RVC so that the position of the minimum in the
measured curve for Im@F# lined up with that of the theory.
The value ofR used for RVC in each case is included in the
figure. These results are useful for both porous media studies
and thermoacoustics. Note that it is a good approximation to
model RVC by parallel plates whose spacing is about 15%
larger than the average RVC pore size. This can be thought
of as a validation of the ideas of ‘‘capillary-based porous
media,’’ at least as far as the complex compressibility is
concerned. For thermoacoustic applications, these results can
be used to determine what size pores should be chosen for a
device operating at a particular frequency, or vice versa.
Within the inviscid, short stack approximation, Arnottet al.9

have shown that the power of a prime-mover is proportional
to 2Im@F(lT)#. So, for example, for pores the same size as
those used here~20 ppi!, the optimal frequency of operation
for a thermoacoustic prime-mover would be set bylT

'2.8, withR given by 1
20 in. ~1.25 mm!. This corresponds to

17 Hz for N2 at atmospheric pressure and room temperature
~22 °C!. The similarity between the RVC response and that
for parallel plates of spacing on the order of 1/#ppi is con-
sistent with the results found by Adeffet al.2 in their com-
parisons of the performance of thermoacoustic devices em-
ploying parallel plates and RVC.

If these results are to be applicable to other studies, we
must establish that our measurements can be ‘‘scaled’’ to
describe RVC with other pore sizes. For example, if we
study RVC with half the pore spacing, we should get the
same result forF(lT) if all dimensions of the RVC scale
with the pore size.

Due to sample availability, measurements to test scaling
were performed with two sizes~20 and 40 ppi! of an alumi-
num material having a geometry very similar to RVC.15 For

FIG. 3. F(lT) vs lT plotted for the results from rectangular pores. The
circles include the finitekL correction and the plusses are uncorrected. The
solid lines are the results of the theory for this specific rectangular geometry.

FIG. 4. F(lT) vs lT plotted for RVC. The circles are the final result for
bulk RVC. The diamonds are the intermediate ‘‘infinite’’ results from the
1
2 -in. tubes and the plusses are the intermediate ‘‘infinite’’ results from the
3
4 -in. tubes.
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this comparison, we did not use the full subtraction proce-
dure described earlier. Instead, for each sample, the short
pore was simply a flange which ‘‘blanked off’’ the bellows
portion of the cell. No attempt was made to eliminate the
corrections due to the perimeter boundaries. However, from
our above results, and other comparisons performed, we
know that these simpler measurements are still a fairly good
approximation to the true bulk results.

Figure 6~a! shows the results. Although the curves have
a similar shape, they do not line up particularly well. In Fig.
6~b!, we show the results when the pore size of the finer~40
ppi! sample is allowed to vary. An acceptable fit occurs for a
value of 35 ppi, which is not unreasonable considering that
the manufacturer’s numbers are ‘‘nominal’’ values.

Finally, we performed a simple measurement to search
for possible nonlinear effects. We guessed that when the gas
displacement amplitude became comparable to the pore size,

FIG. 5. F(lT) vs lT plotted for the results of bulk RVC compared with~a!
circular pores,~b! parallel plates, and~c! pin-arrays.

FIG. 6. F(lT) vs lT plotted for two pore sizes of Duocel aluminum. The
circles and plusses are the results for 40 and 20 ppi, respectively. In~a!
lambda is calculated from the pore sizes specified by the manufacturer. In
~b!, the pore size of the finer sample is allowed to vary to give the best fit,
which is achieved forR51/(35 ppi).
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the thermal coupling to the solid walls might change. For this
test, we used the 40-ppi Al sample~pore size50.635 mm!
and the simple subtraction with the blank-off flange. The
displacement amplitude at the loudspeaker~measured at 0.5
Hz! was varied from 0.25 to 1.06 mm in five steps. The
displacement amplitude of gas in the pores varied corre-
spondingly from 0.23 to 0.98 mm at the left end of the
sample and decreased linearly to zero at the right end.16 At
the highest drive, the peak-to-peak displacement was larger
than the pore size in over half of the sample.~This is the
cross-sectional average of the displacement; the local dis-
placements are even higher since gas near solid boundary is
fixed.! For each amplitude,F(lT) was measured. Figure 7
shows the results. No amplitude-dependent effects whatso-
ever were observed.

The maximum uncertainty in the data points in all of the
runs due to systematic effects is estimated to be about 0.004
in absolute units for the imaginary component and 0.02 for
the real component. The statistical errors in most cases are
smaller than this, except at the very lowest frequencies where
some scatter is observed.

V. CONCLUSIONS

Accurate measurements ofF(lT) for reticulated vitre-
ous carbon have been performed. The results are compared
with the theory derived for various analytically solvable ge-
ometries. RVC behaves similarly to parallel plates. Scaling
between samples was shown to hold reasonably well, allow-

ing the results here to be applied to RVC with other pore
sizes. No nonlinear effects were observed at high driving
amplitudes.

Experiments are currently in progress to measure the
complex density for RVC. The results of these new experi-
ments, combined with those presented here, should provide a
complete and accurate test of the ideas of capillary-based
porous media theories. In addition, they will provide infor-
mation on the relevant viscous properties needed to charac-
terize a thermoacoustic stack constructed of this material.
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This paper will discuss the concept of phase modes to generate a desired beam pattern for a circular
microphone array mounted around a rigid sphere. The method will be described for arrays
consisting of omnidirectional and dipole sensors. The sound diffraction caused by the sphere is
taken into account. It will be seen that the method allows, with some restrictions, the design of a
wide variety of broadband beam patterns for a given elevation which usually will be the plane of the
array. The directivity index is used to characterize the three-dimensional behavior of the array.
Simulations show the realization of different beam patterns, based on a 16-element circular array
located at the equator of a sphere with radius 0.085 m. The frequency range of this array is from 300
Hz to 5 kHz. Especially at low frequencies, a very good combination of the directivity index and the
white noise gain is achieved which cannot be realized with ‘‘conventional’’ beamforming for an
array of similar dimensions. The simulations are verified by means of a measurement. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1329616#

PACS numbers: 43.38.Hz, 43.72.Kb, 43.66.Ts@SLE#

I. INTRODUCTION

Two beamforming concepts can be distinguished for cir-
cular arrays. First, beamforming based on phase compensa-
tion or amplitude tapering and second, beamforming based
on the concept of phase modes. Although the second method
also requires different complex weights for the sensors, the
design approach is different. While in the first case the goal
usually is to optimize some characteristics of the beam pat-
tern ~e.g., the sidelobe level, the 3-dB beamwidth!, the sec-
ond method is very powerful for designing a desired beam
pattern.

The beamforming method described in this paper is
based on the second approach, the concept of phase modes.
A good overview of this topic can be found in Ref. 1. It
seems that this method was first described in Ref. 2 for con-
tinuous circular arrays. In Ref. 3 it is applied to discrete
elements. The concept can be used for other array geometries
as well.4 Several other authors made further contributions to
the phase-mode concept for circular arrays.~e.g., Refs. 5–7!.
It allows the synthesis of a desired pattern for one elevation.
Usually the elevation will beq05p/2 ~see Fig. 1!, which
equals the plane of the array. The synthesis is based on a
simple spatial Fourier analysis. The basic steps for designing
a beam pattern are~a! determine the desired pattern;~b! do a
spatial Fourier analysis of this pattern; and~c! convert the
resulting Fourier coefficients to the required beamformer
weights. Details of the phase modes will be stated in Sec. III.

The drawback of the phase-mode concept for some ap-
plications is that the beam pattern is specified only for one
elevation. In contrast to other design procedures, the sensi-
tivity for directions off this plane cannot be easily predicted
in the design process. There is not much in literature that
deals with this problem. In the present paper the directivity

index is used to analyze the three-dimensional characteristics
of the beam pattern. Broadband beamforming can also be a
problem. As described in Ref. 8, this can be overcome by
using directional array elements.

All contributions mentioned deal with a uniform circular
array ~UCA! in free field. In the present paper the UCA is
located around a rigid sphere. As will be seen, this improves
the broadband performance and the noise susceptibility. The
phase-mode concept will be described for omnidirectional
array elements and for dipole elements. Furthermore, a com-
bination of both will be pointed out. This will improve the
control of the three-dimensional beam pattern.

An application for the sphere baffled circular array
might be a steerable conference microphone in the center of
a large table. The look direction can be steered to any direc-
tion in the horizontal plane without changing the shape of the
beam pattern significantly. For automatically steering the
beam pattern, direction-finding algorithms9,10 based on the
phase-mode concept can be implemented. As will be seen,
the described array setup is especially advantageous for low
frequencies. The directivity index achieved here in combina-
tion with the good white noise gain cannot be realized with
conventional array geometries of similar dimensions.

Another application might be in hearing aid technology.
Here, microphone arrays are attractive for improving the
acoustical signal-to-noise ratio resulting in an improved
speech intelligibility for hearing-impaired persons.11 Typi-
cally the arrays are located on the frame of a pair of glasses.
The close distance to the head causes a degradation of the
directivity index~e.g., Ref. 12!. The circular array around the
head might be a new approach that allows the head to be
included in the beam-pattern design.

This paper will start with a brief review of the acoustics
of a spherical scatterer. Then, the phase-mode concept is
applied to the spherical scatterer problem assuming a circular
array with omnidirectional elements. Equations for the whitea!Electronic mail: J.Meyer@uet.tu-darmstadt.de
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noise gain are derived. Then, simulations are performed and
the three-dimensional beam pattern is analyzed. The method
is then extended to dipole sensors. The relationship between
first-order differential arrays and the described method is dis-
cussed. Measurement results for sphere and head-mounted
circular arrays are given. The paper will conclude with a
summary.

II. THE SPHERICAL SCATTERER

The sound field around a scattering object will be a su-
perposition of the incoming sound wave and the scattered
sound field. For an acoustically hard spherical scatterer, the
equation describing the resulting sound pressure in spherical
coordinates is13

p~r ,q!5pi1ps

5A(
n50

`

~2n11!(2 i )n

3S j n~kr !2
j n8~ka!

hn8~ka!
hn~kr ! D Pn~cos~q!!. ~1!

This assumes an impinging plane wave from thez direction.
The orientation of the coordinates can be seen in Fig. 1. The
magnitude of the impinging sound wave isA. The time de-
pendency is omitted. The symbols in the above equations
have the following meaning:

a ,radius of the sphere;
k ,wave number;
r,q ,spherical coordinates of the observation point;
Pn ,Legendre function;
j n ,spherical Bessel function;
j n8 ,first derivative of spherical Bessel function with re-

spect to the argument;
hn ,spherical Hankel function~Bessel function of the third

kind!;
hn8 ,first derivative of spherical Hankel function with re-

spect to the argument.

Equation~1! shows only anr andq dependency because of
the rotational symmetry if a wave impinges from thez direc-
tion. For use with multisensor arrangements, it is more
convenient to have an expression for the sound pressure at
the location@r m ,wm ,qm# if the plane wave impinges from
@w, q#. This can be achieved by using the following expres-
sion for the Legendre functions:13

Pn~cosQ!5 (
l 52n

n
~n2u l u!!
~n1u l u!!

Pn
u l u~cosq!

3Pn
u l u~cosqm!eil ~w2wm!, ~2!

wherePn
u l u are the associated Legendre functions. Here,Q is

the angle between the direction of the incoming wave@w, q#
and the radius vector of the observation point@r m ,wm ,qm#.
Substituting Eq.~2! in Eq. ~1! yields

g5 (
n50

`

bn~ka,krm! (
l 52n

n
~n2u l u!!
~n1u l u!!

Pn
u l u~cosq!

3Pn
u l u~cosqm!eil ~w2wm!. ~3!

To simplify notation,bn was introduced

bn~ka,krm!5~2n11!~2 i !n

3S j n~kr !2
j n8~ka!

hn8~ka!
hn~kr ! D . ~4!

The quantityg is normalized byA and can be seen as the
acoustical transfer function from a source at point@w, q# to
the sensor at location@wm ,qm ,r m#.

So far, only plane wave incident is assumed. The fol-
lowing considerations will show that this assumption is valid
for the suggested applications. In array theory the common
rule of thumb to determine the distance at which the far-field
approximations begin to be valid isR52L2/l.14 Here, L
corresponds to the diameter of the sphere, andl is the acous-
tical wavelength. Assuming a sphere of radius 0.085 m~av-
erage radius of a head! and a frequency of 6 kHz~upper
frequency for high speech quality!, R becomes 1 meter. This
distance will typically be exceeded in applications such as
hearing aids or conference microphones. In the latter case the
sphere can be made even smaller, which will shift the far
field towards smaller distances.

For applications where the near field has to be consid-
ered, an extension to spherical wave incident13 can be incor-
porated.

III. CONCEPT OF PHASE MODES

Assume a continuous circular sensor located in a plane
parallel to thex–y plane. This position is described by
@w,qm ,r m#. The circular sensor is centered around a sphere
of radiusa (a<r m) located at the origin~see Fig. 1!. The
aperture weighting function of the sensor isw(w). Since
w(w) has to be 2p periodic, it can be expanded in a Fourier
series

w~w, f !5 (
p52N

N

ap~ f !eipw. ~5!

The beam pattern caused by thepth term (ap( f )eipw) of the

FIG. 1. Description of the setup.
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aperture weighting function, thepth phase mode, may be
represented as follows:

Dp~w,q, f !5
1

2p E
0

2p

wp~wm , f !g~wm ,qm ,r m , f !dwm , ~6!

whereg(wm ,qm ,r m , f ) is the source–sensor transfer func-
tion from @w, q# to @wm ,qm ,r m#. If a spherical scatterer is
present, this function is given by Eq.~3!. This results in the
following beam pattern:

~7!

Notice that thepth mode of the aperture weighting function
determines thepth mode of the resulting beam pattern. The
overall pattern is

D~w,q, f !5 (
p52N

N

âp~ f !cp~q, f !eipw. ~8!

With âp( f ) equal toap( f )/cp(q0 , f ), this becomes the same
as the aperture weighting function for sound impinging from
elevationq0 : D(w,q0 , f )5w(w, f ). Of course,D will also
depend on the radiusr m and the elevationqm as can be seen
in Eq. ~7!. These will be assumed as fixed parameters and be
omitted for better readability of the equations.

Now, the continuous sensor will be sampled at equis-
paced angles resulting in the sensor weights

wm~ f !5 (
p52N

N

âp~ f !eip~2p/M !m, m50,...,M21, ~9!

wherem determines themth sensor andM is the total number
of sensors. A mathematical expression for the error intro-
duced in the beam pattern due to sampling the continuous
aperture can be derived. In Ref. 1 this is done for a circular
array in free field. As long as the sampling theorem is ful-
filled (M.2ka) this error can be neglected.

As can be seen in Eq.~7!, the termscp(q, f ) play an
important role in the beamforming process. They can be

thought of as the strength with which each mode is present at
a given frequencyf and elevationq for the impinging sound
wave. These terms will now be analyzed in more detail. Fig-
ure 2 shows the magnitude ofcp(q0 , f ) over ka, with q0

5p/2. The sensors are located atr m5a andqm5p/2, which
means they are put on the equator of the sphere. As one
would expect, at very lowka only the omnidirectional mode
is present, meaning that no directivity can be achieved. The
higher ka gets, the more modes emerge. The interesting
thing is that unlike a circular array of omnidirectional sen-
sors in free field1 there are no zeros in the mode amplitude.
This is an advantage for broadband applications such as
speech pickup. This result is similar to circular arrays in free
field consisting of cardioid sensors.8 Once a mode has
reached a certain amplitude it can be used to form the beam
pattern. How strong a mode has to be before it can be used
for the beam pattern depends on the minimum white noise
gain allowed for the application. This will be discussed in the
next section.

Figure 3 shows the mode amplitude over mode number.
Each curve corresponds to a differentka. For ka50.47 one
can see that the fundamental mode is dominant. Mode one is
down by 8 dB and mode two is down by 27 dB. The higher
ka gets, the more modes are present and the mode magnitude
becomes more constant. For eachka there are roughlyka
modes present.

FIG. 2. Mode amplitude versuska for a circular array of omnidirectional
elements located on the equator of a sphere.

FIG. 3. Mode amplitude versus mode numberp for a circular array of
omnidirectional elements located on the equator of a sphere.
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IV. WHITE NOISE GAIN

As soon as it comes to the implementation of a beam-
former, its susceptibility to random errors in the weights and
positions of the sensors is important. A measure commonly
used is the white noise gain~WNG!,15 here labeledK. The
WNG is defined as

K~ f !5
w~ f !Hg0~ f !g0~ f !Hw~ f !

wH~ f !w~ f !
, ~10!

wherew is the vector of the sensor weights, given by Eq.~9!,
g0 is the vector of the source–sensor transfer function for the
look direction@w0 ,q0#, andH denotes the Hermitian trans-
pose. The WNG can be interpreted as the improvement of
the SNR at the sensor output over the SNR at the sensors,
where N is the uncorrelated sensor noise. In Ref. 16 it is
shown that this can be used as a measure for the robustness
of the array.

Using Eq.~9! the denominator will become

wHw5M (
p52N

N

uâpu2. ~11!

For simplicity the frequency dependence will no longer be
stated explicitly.wHg0 is the array output for sound imping-
ing from the look direction

wHg05M (
p52N

N

ap . ~12!

Using Eqs.~11! and ~12!, K becomes

K5M
u(p52N

N apu2

(p52N
N uâpu2

. ~13!

Equation ~13! can be simplified for two important cases.
First, assume thatN<ka. For this casecp is approximately
constant~see Fig. 3!. Therefore,âp can be approximated by
ap /c. Here,c is the average magnitude ofcp for the desired
frequency, e.g., from Fig. 3 it is found that forka54.7 c is
about28 dB. This simplifies Eq.~13! to

K'M ucu2
u(p52N

N apu2

(p52N
N uapu2 . ~14!

It is interesting to notice that the WNG mainly depends on
the Fourier coefficients of the desired pattern. As long as the
ap’s are real, the noise susceptibility will be better with the
more modes used for the pattern. This makes sense, because
every mode used in the pattern will pick up more energy
from the sound field. As the frequency increases the energy
is distributed over more modes. Therefore,c will decrease
with frequency. This means that if the pattern remains con-
stant over frequency~meaning that the same modes are used
to form the pattern!, the WNG will decrease with frequency
becausec will decrease. It can also be seen in Eq.~14! that
the WNG will increase with the number of microphones used
in the array.

Another simplification can be introduced to Eq.~13! for
N.(ka11). This case is especially important for low fre-
quencies, where one might also want to use weak modes in

order to get a reasonable directivity. If the Fourier coeffi-
cients are chosen to be approximately identical, the WNG is
dominated by the highest mode

K'
1

2
MUcN

aN
U2U (

p52N

N

apU2

. ~15!

This can be derived by keeping in mind thatucp11u2!ucpu2

for p.(ka11) ~see Fig. 2!.

V. SIMULATIONS

The simulations are done with an equispaced circular
array of 16 omnidirectional microphones located on the
equator of a sphere with radius 0.085 m. The 16 sensors
allow sound pickup up toka58. This results in an upper
limit for the frequency of 5.1 kHz. With this array two more
or less arbitrarily selected beam patterns will be generated.
These beam patterns are shown in Fig. 4. These two patterns
will show some characteristics of the sphere baffled circular
array. Both patterns will be kept frequency invariant. Their
Fourier coefficients are:

~A! aa(0), aa(1), aa(2)51,1,1;
~B! ab(0),...,ab(6)58.73, 4.87, 3.84, 2.5, 1.24, 0.35, 0.09.

The coefficientsa(21),...,a(2N) equal a(1),...,a(N), N
being 2 and 6 for pattern A and B, respectively. Equation~9!
is used to calculate the filter weights. As an example, the
filter weights forka51 to generate pattern A are given in
Fig. 5.

Figure 6 shows the simulated beam pattern in the plane
of the array. As one can see they match the desired patterns
very closely. The error at the back of the patterns forka
57.9 is due to the sampling of the continuous pattern. Mode
9 and higher cause aliasing problems.

The phase-mode excitation concept allows the design of
a desired beam pattern for one given elevationq0 . For many
practical applications it is also desired to have control over

FIG. 4. Desired beam pattern to be realized using the described method.
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the three-dimensional beam pattern of the array, e.g., to
avoid unwanted high sidelobes. Equation~8! describes the
three-dimensional sensitivity. Unfortunately,w andq cannot
be controlled independently. This means that a desired pat-
tern at q0 determines the complete three-dimensional pat-
tern. Since Eq.~8! does not allow an easy insight into the
three-dimensional behavior of the array, the directivity index
~DI! will be used to describe the three-dimensional charac-
teristics. The DI is defined as the acoustical SNR improve-
ment of the array over an omnidirectional microphone under
the assumption of an isotropic noise field. The array and the
omnidirectional microphone have the same sensitivity for the
look direction. Figure 7 shows the DI for the two coefficient
sets. Forka50.5 ~for a50.085 m, this is 300 Hz! the DI is
8.5 and 9.3 dB for pattern A and B, respectively. These val-
ues can be explained with the relation to differential arrays
~see Sec. VIII!. Figure 8 shows the three-dimensional~3D!
beam pattern forka50.47.

For ka51.6 both DIs have a local minimum. A com-
parison with Fig. 2 shows that mode 0 also has a minimum at
kr51.6. As a result, this mode has to be amplified@â0(ka
51.6) will be relatively large# to have the modes either at
equal strength~pattern A! or in the desired relation~pattern
B!. Because mode 0 is the only one which contributes to the
sensitivity at q50 and q5p, it can be expected that the

FIG. 5. Filter weights forka51 to generate beam pattern A.

FIG. 6. Simulated beam pattern for a circular array of 16 omnidirectional
elements located on the equator of the sphere.

FIG. 7. Directivity index of a circular array of 16 omnidirectional elements
located on the equator of a sphere for two different weight vectors.

FIG. 8. 3D beam pattern~type A! for ka50.47.

189 189J. Acoust. Soc. Am., Vol. 109, No. 1, January 2001 Jens Meyer: Beamforming/circular microphone array



sensitivity from these directions will be relatively high, re-
sulting in a broad beamwidth for the pattern in thex–z
plane. A similar effect can be seen in Fig. 9, which shows the
3D pattern forka54 for the array with coefficients A. At
ka54 mode 0 and 2 do have a minimum. Notice that the
pattern in thex–y plane is still the desired one.

Figure 10 shows the WNG for the two beam patterns.
For low kr the WNG increases with 6N dB/oct, whereN is
the number of the highest mode used to form the desired
beam pattern. This is 12 dB/oct for beam pattern A and 36
dB/oct for beam pattern B. This agrees with Sec. IV, where it
was found that for superdirectivity the WNG is mainly de-
termined by the highest mode. From Fig. 2 it can also be
seen that the modes rise with 6p dB/oct for ka,p, wherep
is the mode number. For theka50.47, beam pattern A has a
WNG of about 24 dB. This means that the equivalent
sound-pressure level~ESPL! of the array would be the ESPL
of the single microphones plus 4 dB. The allowable WNG
depends on the desired sound quality and the ESPL of the
single microphones. For a reasonable sound quality and com-
mon microphone capsules, the WNG should be above210
dB. This is also the minimum value to allow some tolerances
in the array setup without blowing up the beam pattern.

It can also be seen in Fig. 10 that if the mode coeffi-

cients are kept constant over frequency the WNG will drop
for higherka ~see Sec. IV!.

VI. ARRAY WITH DIPOLE SENSORS

At first glance it looks attractive to use dipole sensors
instead of omnidirectional microphones. If the dipoles are
oriented in a way that the zero faces towardsq50 andq5p,
no sound will be picked up from these directions by the
array. This will reduce unwanted high sidelobes and it can be
expected that this will increase the DI, especially for higher
frequencies. Two orientations of the dipole sensors will be
investigated:~1! the dipole picks up the pressure gradient in
radial direction, and~2! the dipole picks up the pressure gra-
dient in the circumferential direction.

A. Dipole with radial orientation

From Eq.~1!, one gets for the radial pressure gradient

dp

dr
5A(

n50

`

~2n11!~2 i !nk

3S j n8~kr !2
j n8~ka!

hn8~ka!
hn8~kr ! D Pn~cos~Q!!. ~16!

Therefore, thepth phase mode beam pattern is still described
by Eq. ~7!, but with a differentbn

bn8~ka,krm!5~2n11!~2 i !nk

3S j n8~kr !2
j n8~ka!

hn8~ka!
hn8~kr ! D . ~17!

Figure 11 shows the resulting magnitude for different modes
for the radial pressure gradient. The radius of the sphere is
a50.085 m and the radius of the array isr m50.09 m. The
array is located around the equator of the sphere (qm

5p/2). The magnitude of the modes are normalized byk.
Unlike the modes for the sound pressure, these modes do
have a zero.

The same simulations as in Sec. V were undertaken with
an array of 16 dipole sensors equispaced around the equator
of a sphere. The radius of the array is 0.09 m and the radius

FIG. 9. 3D beam pattern~type A! for ka54.

FIG. 10. White noise gain of a circular array of 16 omnidirectional elements
located on the equator of a sphere for two different weight vectors.

FIG. 11. Mode amplitude~normalized byk! vs ka for a circular array of
dipole sensors oriented in ther direction located 5 mm in front of the
equator of a sphere (a50.085 m).
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of the sphere is 0.085 m. The dipoles are directed towards
the radial direction. The patterns A and B~Fig. 4! were used
as the desired patterns. As would be expected, the desired
patterns can be generated for a desired elevationq0 without
problems.

The resulting DI is shown in Fig. 12. It can be seen that
a zero in a required mode causes a deep dip in the DI. The
reason for this becomes obvious in Fig. 13. This plot shows
the 3D beam pattern with coefficient set A forka52.2. For
this frequency, mode number 2 is very weak. Therefore, it
has to be amplified very strongly to achieve the desired pat-
tern in thex–y plane. This blows up the pattern off thex–y
plane. Therefore, care has to be taken to choose the right
modes to generate a pattern for broadband application. For
example, pattern A can be generated forka.3 without caus-
ing problems. The DI for these frequencies is quite constant
at about 9 dB~see Fig. 12!. Figure 14 shows the 3D plot of
the beam pattern with coefficients A atka53.9. It can be
seen that the maximum sensitivity is towards the desired
direction. For sound impinging from thez direction the sen-
sitivity is zero. From all other directions off the main beam
the sensitivity is attenuated by at least 10 dB. It has to be
kept in mind that the real acoustical SNR improvement will
typically be much better than the DI predicts. This is because

for many applications it can be assumed that the dominant
noise sources impinge under the angleq0 . Since for this
angle the pattern can be controlled very well, these noise
sources can be attenuated to a high extent.

Figure 15 shows the WNG of the described array for the
two patterns. For smallka the WNG has the same slopes as
for the omnidirectional sensors. For largeka the slope is 12
dB/oct minus some dB because not all modes are used to
form the beam pattern. One might expect a 6-dB/oct rise as
is typical for first-order gradient sensors. But, since the di-
poles are located in front of a sphere the standing wave in
front of the obstacle will change the first-order gradient to a
second-order gradient sensor. This effect is similar to a first-
order gradient sensor in front of a reflecting wall.17 This will
cause a 12-dB/oct rise of the WNG. The dips in the WNG
are caused by the zeros in the modes used in the pattern.

The WNG depicted in Fig. 15 assumes ideal dipole sen-
sors that pick up the pressure gradient. If the dipole is built
up using two omnidirectional microphones~and subtracting
their outputs! it picks up only the pressure difference. There-
fore, the given WNG has to be reduced by 20 log(d), whered
is the distance between the two sensors. Ifd is assumed to be
1 cm this results in a subtraction of 40 dB. This means that in
applications this kind of array can be used only for frequen-

FIG. 12. Directivity index of a circular array of 16 dipole sensors oriented in
the r direction located 5 mm in front of the equator of a sphere (a
50.085 m) for two different weight vectors.

FIG. 13. 3D beam pattern~type A! for ka52.2.

FIG. 14. 3D beam pattern~type A! for ka53.9.

FIG. 15. White noise gain of a circular array of 16 dipole sensors oriented
in the r direction located 5 mm in front of the equator of a sphere (a
50.085 m) for two different weight vectors.

191 191J. Acoust. Soc. Am., Vol. 109, No. 1, January 2001 Jens Meyer: Beamforming/circular microphone array



cies aboveka54 which corresponds tof 52500 Hz for a
sphere with radius 0.085 m.

A promising approach to improve the 3D performance
of the circular array is the combination of pressure modes
and radial velocity modes. Unlike in free field the directional
pattern of the array element will change with frequency. This
is desirable in a way that for low frequencies the pressure
modes are dominant and for high frequencies the velocity
modes are dominant. First simulations show that it is pos-
sible to achieve a constant DI between 8 and 9 dB~using the
pattern type A for the plane of the array! over a frequency
band from 300 Hz to 5 kHz with a reasonable WNG. Easy-
to-use design rules will be developed in the future.

B. Dipole with circumferential orientation

The dipole oriented in thew direction will pick up the
pressure gradient in this direction. Therefore, the modes can
be easily derived from the pressure modes: The modes are
the Fourier series coefficients of the underlying spatial sound
pressure or sound-pressure gradient distribution. Therefore,
taking the derivative of the sound pressure with respect tow
results in multiplying the pressure modes~Fig. 2! with jp,
wherep is the mode number. This means that the constant
mode will vanish and the other modes experience a phase
shift of p/2 and a scaling by a factorp.

VII. MEASUREMENTS

The measurement was performed with a sphere of radius
0.1085 m. To cover a frequency range up to 6 kHz, an array
of 24 omnidirectional microphones located equispaced on
the equator of the sphere was used. The microphones had a
thickness of 8 mm. This makes the radius of the arrayr
50.1165 m. The pattern of each microphone was measured
in the plane of the array. The filtering and summation was
done off-line on a PC.

Figure 16 shows the resulting beam patterns. Pattern
type A shows a very good agreement with the selected pat-
tern ~Fig. 4!. As expected for pattern type B the high noise
susceptibility forka,1.6 will destroy the pattern design for
theseka’s. Fromka51.6, which equals a WNG of210 dB,
the pattern starts to become realizable. For higherka the
main beam shows a very good match with the desired beam
~Fig. 4!. Off the main beam there are some deviations but the
attenuation remains above the desired 20 dB.

Figure 17 shows the measured pattern for a 16-element
array mounted on two different artificial heads~KEMAR and
B&K head!. The sensors were mounted every 22.5° around
the surface of the head. The plane in which the sensors were
put was right above the eyebrow. The pattern was measured
in the plane of the array. Although the shape of the head
differs from the shape of the sphere and the sensors are no
longer placed on a ‘‘round circle’’ and are not in the equa-
torial plane, the agreement between the desired pattern and
the measured pattern is fairly good. Especially at lowka,
there is a very good match. Aska increases the deviation
between the desired and the measured pattern increases. This
was expected because as the wavelength decreases the dif-
ferences in the scattering between the head and the sphere

increase. This is the reason why pattern type B can not be
realized. The necessary higher modes modeled for the sphere
differ greatly from the head shape.

An approach to improve the results can be to include the
measured data in the coefficient design. Another idea is to
use the theory of an elliptical array instead of a circular ar-
ray. These will be left as future tasks.

VIII. RELATION BETWEEN DIFFERENTIAL AND
CIRCULAR ARRAYS

This section will point out the similarity between a
circular array using the phase-mode excitation concept and
first-order differential arrays~FOD! consisting of two
omnidirectional sensors. As mentioned before, FODs pick
up the pressure gradient. Most commonly used differential
arrays are set up using two pressure sensors. The pressure
gradient is then approximated by the pressure difference
between the two sensors. This is valid as long as the distance
d between the two pressure sensors is very small compared
to the wavelength.18 Therefore,kd/2 will be small ~much
less thanp!. For a circular array it was seen that forka,1
only the modes 0 and61 will be present. This means that

FIG. 16. Measured beam pattern for a circular array of 24 omnidirectional
sensors located on the equator of a sphere (a50.1 m).
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two microphones will be sufficient to sample the modes and
determine the directivity pattern. Therefore, the circular ar-
ray can be seen as a special case of the FOD~for ka,1!.
Compared to the differential microphone array the sphere
baffled array has the advantage that the effective phase dif-
ference between the two sensors at the front and the back is
3ka for (ka)2!1,19 which is 50% larger than the difference
in free field. Because theka is a major parameter for the
WNG, this explains why the sphere baffled circular array has
a superior performance at low frequencies.

IX. SUMMARY

A microphone array setup is described in combination
with the phase-mode concept that allows the analytic imple-
mentation of a beam pattern for one elevationq0 of sound
incidence. It has a good white noise gain characteristic that

allows high directivity even at low frequencies. Although the
method determines the pattern only for one elevationq0 , it
was found that the three-dimensional characteristics are also
good. Here, the right choice of the single sensor beam pat-
tern is important. A very promising approach seems to be the
combination of pressure sensors and radial velocity sensors.
With limited accuracy the method can also be applied to
head-mounted arrays. Possible changes to the concept are
mentioned which may improve the results for this applica-
tion.
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The dynamic and static characteristics of asymmetric bimorphic disk transducers that consist of a
piezoelectric layer laminated with an unequal radius elastic disks are optimized. An electroelastic
laminated plate theory is developed to analyze the mechanical, electrical and electromechanical
behaviors. Close form solutions are obtained for the mechanical displacement and electric potential
in terms of Bessel functions. Special focus is on the electromechanical coupling coefficients
~EMCC! that are shown sensitive to geometric variables, such as thickness and radius ratios of the
piezoelectric and elastic materials. Optimum configurations to reach the maximum values of the
EMCC or static displacement sensitivity and influence of material and geometric properties are
presented. Experiments are conducted to verify the theoretical results with good agreement.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1310669#
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I. INTRODUCTION

Certain piezoelectric materials with their strong electro-
mechanical coupling effects were used in the scope of sen-
sors and actuators. Thus, materials with piezoelectric effects
are the most important and potential candidates of intelligent
materials that incorporate the ability of actuation, control,
and sensing. The devices based on piezoelectricity have been
expanded rapidly in the applications from audio transducer,1

control of vibration,2 control of shape,3 ultrasonic
transducer,4 and detection of distance5 to precision position-
ing mechanisms.6

The elastic structures laminated with piezoelectric or pi-
ezofilm layers were reported for static solution,7 torsion and
bending solution,8 and extension and bending vibrations.9,10

The thin piezofilms3,8,11,12 were used for vibration applica-
tions. The vibration characteristics of piezoelectric disks
were studied by the finite-element method13 and the optimum
thickness-radius ratio for axisymmetric modes was
discussed.14 The bimorphic disks consist of one piezoelectric
and one metal layer with the same radius15 and with different
radii16 were studied, assuming the Poisson’s ratios of the
different layer materials equal, but usually this hypothesis is
suitable for limited applications.

In this paper we study the static displacements and elec-
tromechanical coupling coefficient~FMCC! of piezoelectric-
elastic laminated disks and optimizes them by changing the
proportion of piezoelectric and elastic parts in the disk. To
evaluate the piezoelectric element, the efficiency of energy
conversion between elastic and dielectric ones is an essential
index. The piezoelectric-elastic disk consists of an isotropic
elastic metal disk and an unequal radius piezoelectric disk.
The major motion of the disk is the bending type under a
sinusoidal electrical excitation.

An electroelastic laminated plate theory is developed
first to analyze the static and dynamic behaviors of the com-
posite piezoelectric plates, including static displacements,
resonance frequencies, antiresonance frequencies, and

EMCC. This theory was formulated by modifying the ordi-
nary plate theory to include the piezoelectric effects. To sim-
plify the problem, it was assumed that the distributed form of
electric potential and electric displacement in the thickness
direction for each piezoelectric layer were, respectively, qua-
dratic and constant with respect to the thickness coordinate.
These characteristics are therefore numerically evaluated for
different values of geometric variables, such as thickness and
radius ratios of the piezoelectric and elastic materials. Opti-
mum settings of geometric variables where the laminated
disk has the maximum EMCC value or maximum static dis-
placement at a central point were obtained.

II. THEORY

A. Basic electroelastic theory

A complete electroelastic theory consists of the equilib-
rium equations, the strain-displacement relationships, the
constitutive relations, and the electrostatic equations. For pi-
ezoelectric materials of class 6 mm and polarized in the
thickness directiona3 , the constitutive relations are17

S115s11
E T111s12

E T221s13
E T331d31E3 ,

S225s12
E T111s11

E T221s13
E T331d31E3 ,

S335s13
E ~T111T22!1s33

E T331d33E3 ,

S235s44
E T231d15E2 , ~1!

S135s44
E T131d15E1 , S125s66

E T12,

D15d15T131e11
T E1 , D25d15T231e11

T E2 ,

D35d31~T111T22!1d33T331e33
T E3 ,

whereSi j , Ti j , Di , andEi denote the components of strain,
stress, electric displacements, and electric fields, respec-
tively, and si j

E , di j , and e i j
T denote the elastic compliance

constants at a constant electric field, the piezoelectric con-
stants, and the dielectric constants at a constant stress field,a!Electronic mail: shchang@ccms.ntu.edu.tw
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respectively. The strain–stress relations for isotropic elastic
materials are

S115
1

E
~T112nmT222nmT33!,

S225
1

E
~T222nmT112nmT33!,

S335
1

E
~T332nmT112nmT22!,

~2!

S235
2~11nm!

E
T23,

S135
2~11nm!

E
T13, S125

2~11nm!

E
T12,

whereE andnm are the Young’s modulus and Poisson’s ratio
of the elastic material. The general electroelastic equations
are

“"DY 50, EY 52“c, ~3!

wherec is the electrical potential. Having chosen the mutu-
ally perpendicular lines on the middle surface as coordinates
a1 anda2 , and the normal to the middle surface as the third
coordinatea3 , for flat plates without surface traction, the
equilibrium equations are

1

A1

]T11

]a1
1

1

A2

]T12

]a2
1

1

A1A2

]A2

]a1
~T112T22!

1
2T12

A1A2

]A1

]a2
1

]T13

]a3
5r

]2U1

]t2 ,

1

A2

]T22

]a2
1

1

A1

]T21

]a1
1

1

A1A2

]A1

]a2
~T222T11!

1
2T12

A1A2

]A2

]a1
1

]T23

]a3
5r

]2U2

]t2 , ~4!

1

A1

]T13

]a1
1

1

A2

]T23

]a2
1

1

A1A2

]A2

]a1
T131

1

A1A2

]A1

]a2
T23

1
]T33

]a3
5r

]2U3

]t2 ,

whereAi , Ui , andr are the Lame parameters, the compo-
nents of displacements, and material density, respectively.
The strain–displacement relationships are

S115
1

A1
S ]U1

]a1
1

U2

A2

]A1

]a2
D ,

S225
1

A2
S ]U2

]a2
1

U1

A1

]A2

]a1
D , S335

]U3

]a3
,

~5!

S125
A1

A2

]

]a2
S U1

A1
D1

A2

A1

]

]a1
S U2

A2
D ,

S135
]U1

]a3
1

1

A1

]U3

]a1
, S235

]U2

]a3
1

1

A2

]U3

]a2
.

B. Hypotheses

To simplify the electroelastic problem, four assumptions
are proposed. The first two are Kirchhoff–Love hypotheses
used in the classical plate theory for an elastic layer and the
others are used particularly for a piezoelectric layer. The first
hypothesis is that the normal stress acting on the surface
elements parallel to the middle surface is small and can be
neglected as compared to the other stresses:

T3350. ~6!

The second hypothesis is that a line normal to the middle
surface before deformation remains perpendicular to the
strained surface and is not extended after deformation:

S135S2350. ~7!

The third hypothesis is that the electrical potential varies
with thickness in the quadratic form:17

c5f01f1a31f2a3
2, ~8!

where functionsf0 , f1 , andf2 denote coefficients of the
constant term (a3

0), linear term (a3
1), and quadratic term

(a3
2), respectively. Due to the fact that electric charges

should be equal on both electrodes, the fourth hypothesis is
that the electric displacement is constant along the plate
thickness:

D35D3
0, ~9!

whereD3
0 is a function denoted coefficient of the constant

term (a3
0) and is independent ofa3 . Besides, the membrane

forcesNi j and bending momentsMi j are considered instead
of stress in this electroelastic theory and are defined as

Ni j 5E
a3

Ti j da3 , Mi j 5E
a3

Ti j a3 da3 . ~10!

FIG. 1. The configuration of the two-layered bimorphic
disk transducer.
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C. Theory for asymmetric bimorphic disk transducers

Thus, an electroelastic laminate plate theory can be de-
rived from Eqs.~1!–~10!, but only those relations for par-
ticular piezoelectric–elastic disks are shown in this paper.
Figure 1 shows a two-layered laminated piezoelectric–elastic
disk transducer. This transducer consists of an isotropic elas-
tic disk and a piezoelectric disk. The radius of a piezoelectric
disk is not larger than that of the elastic disk. The Poisson’s
ratios of piezoelectric and elastic layers are not necessarily
identical. The piezoelectric disk is fully covered by approxi-
mately 10mm thick electrodes whose thickness can be ne-
glected. It is polarized in the thickness direction and isotro-
pic transversely. The elastic disk is treated as an electrode of
the piezoelectric disk. If the distance between the reference
plane and the bottom surface of the elastic layer ishn , the
electrical boundary conditions can be expressed as

cua35h2hn
5V, cua35hm2hn

52V. ~11!

Under this kind of configuration and the applied electric po-
tential, the major motion of the disk caused by the in-plane
extension of the piezoelectric disk is the bending vibration
when under a sinusoidal electrical excitation. Due to trans-
verse isotropy, the cylindrical coordinatesr, u, andz can be
used to reformulate equations of the disk. In addition, the
dynamic responses in theu direction is omitted due to axis
symmetry:

] f

]u
50, ~12!

where f is any physical property quantity of the transducer.
The coordinatesr andz are shown in Fig. 1. Moreover, the
entire disk is divided into two sections according to the ra-
dius r 0 of the piezoelectric disk. The section~1! is the pro-
portion whose radius is larger thanr 0 and consists of the
elastic layer only, and the section~2! is composed of all
piezoelectric layers and part of the elastic layer. Since the
material property is symmetric for the section~1! but asym-
metric for the section~2!, the locations of chosen reference
planes may not be the same. The physical quantities of two
sections are related by the kinematic and static matching
conditions at the boundary between them:

uz
~1!ur 5r 0

5uz
~2!ur 5r 0

,

ur
~1!ur 5r 0

5ur
~2!ur 5r 0

2h12b r
~2!ur 5r 0

,

b r
~1!ur 5r 0

5b r
~2!ur 5r 0

,

~13!
Nrr

~1!ur 5r 0
5Nrr

~2!ur 5r 0

Nrz
~1!ur 5r 0

5Nrz
~2!ur 5r 0

,

Mrr
~1!ur 5r 0

5Mrr
~2!ur 5r 0

1h12Nrr
~2!ur 5r 0

,

where

b r
~ i !52

]uz
~ i !

]r
, ~14!

and h12 is the distance between reference planes of section
one and two as shown in Fig. 1, and upperscripts~1! and~2!

denote that physical quantities belong to sections~1! and~2!,
respectively. To determine the dynamic responses, boundary
conditions of the disk should be denoted. If the disk is free,
the boundary conditions are

Nrr
~2!ur 5R50, Nrz

~2!ur 5R50, Mrr
~2!ur 5R50. ~15!

By using Eqs.~1!–~12!, the equilibrium equations can be
simplified. The procedure is stated as follows. From
Kirchhoff–Love hypotheses, the displacement in thea i di-
rection,Ui , in any place of plates can be expressed as

U1~a1 ,a2 ,a3!5u1~a1 ,a2!1a3b1~a1 ,a2!,

U2~a1 ,a2 ,a3!5u2~a1 ,a2!1a3b2~a1 ,a2!, ~16!

U3~a1 ,a2 ,a3!5u3~a1 ,a2!,

whereui is the displacement in thea i direction of the refer-
ence plane in the thickness direction. Using cylindrical coor-
dinates for whicha35z and substituting Eqs.~12! and ~16!
into Eq. ~5!, the strains are expressed as

Srr 5Srr
0 1zkrr , Suu5Suu

0 1zkuu , ~17!

where membrane strainsSi j
0 are

Srr
0 5

]ur

]r
, Suu

0 5
ur

r
, ~18!

bending strainski j are

krr 5
]b r

]r
52

]2uz

]r 2 , kuu5
b r

r
52

1

r

]uz

]r
. ~19!

To simplify equilibrium equations, we first change coordi-
nates of Eq.~4! into cylindrical ones and combine Eqs.~6!,
~7!, ~12!, and ~16! into Eq. ~4!, then integrate Eq.~4! with
respect toz, and finally multiply Eq.~4! by z and integrate
results with respect toz. At the same time, Eq.~10! is used to
make derived equations more clearly. Besides, plates in this
paper are thin and the rotating inertia is omitted. After the
above procedures, the equilibrium equations can be ex-
pressed as

]Nrr
~ i !

]r
1

1

r
~Nrr

~ i !2Nuu
~ i !!5R0

~ i !
]2ur

~ i !

]t2 1R1
~ i !

]2b r
~ i !

]t2 ,

~20!
1

r

]

]r
~rNrz

~ i !!5R0
~ i !

]2uz
~ i !

]t2 , i 51,2,

where

Nrz
~ i !5

]Mrr
~ i !

]r
1

1

r
~Mrr

~ i !2M uu
~ i !!2R1

~ i !
]2ur

~ i !

]t2 ,

R0
~1!5rmhm ,

R0
~2!5rmhm1rp~h2hm!, ~21!

R1
~1!5 1

2rmhm~hm22hn
~1!!,

R1
~2!5 1

2@rmhm~hm22hn
~2!!1rp~h2hm!

3~h1hm22hn
~2!!#,

and rm and rp are the density of elastic and piezoelectric
material, respectively. By combining Eqs.~1!, ~2!, ~3!, ~8!,
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~9!, and~17! into Eq. ~10! and using cylindrical coordinates,
the bending moments can be expressed as

F Nrr
~ i !

Nuu
~ i !

Mrr
~ i !

M uu
~ i !

G5F A11
~ i ! A12

~ i ! B11
~ i ! B12

~ i !

A12
~ i ! A11

~ i ! B12
~ i ! B11
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where for section one,

A11
~1!5

Emhm

12nm
2 , A12

~1!5
Emnmhm

12nm
2 ,

B11
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2 !

,

E11
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and for section~2!,
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2 1
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2!
,

A12
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Emnmhm
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2 1
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2!
,
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2 !
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,
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1
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,
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where

B5
d31

2

e33
T s11

E ~12np!
5

1

2
kp

2,

~25!

np52
s12

E

s11
E .

We assume that displacements of the reference planes are

ur
~ i !~r ,t !5Wr

~ i !~r !ej vt,
~26!

uz
~ i !~r ,t !5Wz

~ i !~r !ej vt,

whereWr andWz denote the displacement amplitudes in the
r andz directions, andv is the angular frequency of vibra-
tion of the disk. Finally, substituting Eqs.~18!, ~19!, ~22!,
and~26! into Eq.~20!, the governing equations for each sec-
tion of the disk can be expressed as

FL11
~ i ! L12

~ i !

L21
~ i ! L22

~ i !G•FWr
~ i !

Wz
~ i !G5F00G , i 51,2, ~27!

where
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]
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r 2
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1
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r
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1
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]

]r D2~lz
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and

~l r
~ i !!25

R0
~ i !

A11
~ i ! v2, ~lz

~ i !!45
R0

~ i !

D11
~ i ! v2,

~29!

brz
~ i !5

B11
~ i !

A11
~ i ! , bzr

~ i !5
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~ i !
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To solve Eq.~27!, the governing equations are simplified
further by selecting the location of the reference plane. The
location of the reference plane is determined by letting
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R1
~ i !50, ~30!

and the chosen results from Eq.~21! are

hn
~1!5 1

2hm ,
~31!

hn
~2!5

1

2

hm
2 1~h22hm

2 !rp /rm

hm1~h2hm!rp /rm
.

By substituting Eq.~31! into Eqs.~23!, ~24!, and ~28!, the
governing equations of the extensional and flexural motions
of section~1! are decoupled, and their general solutions are

Wr
~1!5C1

~1!J1~l r
~1!r !1C2

~1!Y1~l r
~1!r !,

~32!

Wz
~1!5C3

~1!J0~lz
~1!r !1C4

~1!I 0~lz
~1!r !1C5

~1!Y0~lz
~1!r !

1C6
~1!K0~lz

~1!r !,

whereJn andYn are Bessel functions of the first and second
kinds of ordern, respectively, andI n and Kn are modified
Bessel functions of the first and second kinds of ordern,
respectively. But for the section~2!, B11

(2) is not zero for the
chosen reference plane, and the extensional and flexural mo-
tions are still coupled. The tedious procedure is similar to the
paper in Ref. 18 and omitted here. The general solutions for
the governing equations of section~2! are18

Wr
~2!5C1

~2!P1J1~l1r !1C2
~2!P2J1~l2r !

2C3
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~2!K0~m3r !,

where

P15
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3
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~2!!22l2
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2brz
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3
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1
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1

R
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m35
1

R
um3u1/2, m1.m2.m3 ,

andm i , i 51,3 are the roots of the following equation:

~12brz
~2!bzr

~2!!m32~Rl r
~2!!2m22~Rlz

~2!!4m

1~Rl r
~2!!2~Rlz

~2!!450. ~35!

By substituting general solutions of section~1! and section
~2! into Eqs. ~14! and ~16!, the matrix form of algebraic
equations for coefficientsCj

( i ) can be written as

@A#•$C%5$F%, ~36!

where

$C%5$C1
~1! ,C2

~1! ,C3
~1! ,C4

~1! ,C5
~1! ,C6

~1! ,C1
~2! ,C2

~2! ,C3
~2!%T,

~37!

and @A# is a nine-order square matrix, and$F% is a 931
matrix. In the above equations, coefficientsC4

(2) , C5
(2) and

C6
(2) vanish due to that of section~2! is a disk without a

central hole. From Eq.~36!, coefficientsCj
( i ) can be found

and the resonance frequencies where the electrical imped-
ance is minimized, can be determined by solving

det~@A# !50. ~38!

Besides, from the developed theory, the electric currentI of
the laminated disk shown in Fig. 1 can be expressed as

I 52
j pvd31

s11
E ~12np!

~11hm22hn!

•F2
2

11hm22hn
r 0Wr

~2!ur 5r 0
2r 0b r

~2!ur 5r 0

1
2e33

T ~122B!

F11
~2!~12hm!

r 0
2VG , ~39!

and the antiresonance frequencies where the electrical im-
pedance is minimized, can be determined by solving

I 50. ~40!

TABLE I. Piezoelectric material properties.

PZT-4 PZT-5A PZT-7A PZT-8 C-82 BaTiO3 ZnO

e33
T /e0 1300 1700 425 1020 3400 1700 12.29

d31(310212 C/N) 2123 2171 260 297.4 2260 278 25.22
s11

E (310212 m2/N) 12.3 16.4 10.7 11.5 16.95 9.1 7.86
s12

E (310212 m2/N) 24.05 25.74 23.2 23.38 25.76 22.7 23.43
rp (kg/m3) 7500 7750 7700 7600 7400 5700 5676
k31 0.3269 0.3442 0.2990 0.3022 0.3640 0.2108 0.2524
kp 0.5645 0.6037 0.5051 0.5087 0.6335 0.3554 0.3362
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D. Static sensitivity

In addition to dynamic characteristics, displacement sen-
sitivity due to static voltage is another important design fac-
tor. Under a static situation, by lettingv50, Eq. ~28! be-
comes
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r 2D ,
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r 2

]
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2

r
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1
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]

]r D .

Since the terms includingR1
( i ) are disappeared, matching the

condition of Eq.~30! is not necessary and the location of
reference plane is determined by letting

B11
~ i !50. ~42!

The calculated results are

hn
~1!5 1

2hm ,
~43!

hn
~2!5

1

2

hm
2 1~h22hm

2 !hk

hm1~h2hm!hk
,

where

hk5
~12nm

2 !

Es11
E ~12np

2!
. ~44!

By this arrangement, the termsbrz
( i ) and bzr

( i ) in Eq. ~41! are
reduced to zero, and the static governing equations of section

one and section two have the same form and are decoupled.
The general solutions under the static situation are

Wr
~ i !5B1

~ i !r 1
B21

~ i !

r
,

~45!

Wz
~ i !5B2

~ i !r 21B0
~ i !1Be

~ i ! ln r 1
B22

~ i !

r 2 ,

where coefficientsB1
( i ) , B21

( i ) , B2
( i ) , B0

( i ) , Be
( i ) , B22

( i ) can be
found by meeting boundary conditions. Thus, static displace-
ment sensitivity of transducers can be solved.

E. EMCC

For piezoelectric transducers, the EMCC is an important
characteristic. There are several different definitions of
EMCC. When vibration frequency is near the resonance re-
gion, the dynamic electromechanical coupling coefficientkd

is found by using the formula19

kd
25

f a
22 f r

2

f a
2 , ~46!

wheref r and f a are the resonance and antiresonance frequen-
cies, respectively.

III. NUMERICAL RESULTS

To illustrate the relationship between characteristics,
material properties, and geometric variables such as the
thickness and radius ratio, the dynamic responses of a par-
ticular two-layered piezoelectric–elastic disk transducer
were numerically calculated as an example. In this numerical
analysis, a variety of piezoelectric and elastic materials
whose properties are listed in Tables I and II are selected for
study. The mathematical softwareMATLAB was used to
handle the tedious computations. The calculated first reso-
nance frequency constant,f rR

2/h, the first antiresonance fre-
quency constant,f aR2/h, and the dynamic EMCC,kd , for
C-82 piezoelectric and Al materials are shown in Figs. 2–4,
respectively. From the numerical results, it is shown that
characteristics depend on thickness ratiohm /h and radius
ratio r 0 /R in a complex manner. Figures 2 and 3 show the

FIG. 2. The first resonance frequency constantf rR
2/h versus the thickness

ratio hm /h and radius ratior 0 /R for material combination of C-82 and Al.

FIG. 3. The first antiresonance frequency constantf aR2/h versus the thick-
ness ratiohm /h and radius ratior 0 /R.

TABLE II. Isotropic elastic material properties.

Glass Al Cu Fe

Em(3109 N/m2) 46.2 70 119 207
nm 0.245 0.33 0.326 0.292
rm (kg/m3) 2600 2700 8900 7800

199 199J. Acoust. Soc. Am., Vol. 109, No. 1, January 2001 S. H. Chang and B. C. Du: Asymmetric bimorphic disk transducers



similar tendency of resonance and antiresonance frequency
constants, but the EMCC has a totally different tendency. It
is seen that near the radius ratio of approximately 0.7, the
maximum values of the resonance and antiresonance fre-
quencies exist for a large range of thickness ratio of greater
than 0.3.

Figure 4 show the existence of a maximum EMCC
value. From numerical analysis, the EMCC reaches a maxi-
mum value of 0.41 when the thickness and radius ratios are
0.68 and 0.69, respectively. Obviously, the optimized values
of geometric variables change with material properties. Fig-
ure 5 shows the first three mode shapes for the optimized
geometric configurations. The optimization results for the
maximum dynamic EMCC for all considered materials are
obtained and listed in Table III. Taking PZT-4 and glass for
example, the optimum EMCC (Kd) of 0.3476, correspond-
ing to kd /kp50.6158, is obtained athm /h50.7939 and
r 0 /R50.6946. We conclude that for the considered combi-
nation of materials, the optimized value ofkd /kp is between
57% and 69%. These tables are useful for the design of elec-
troacoustic devices such as microphones, speakers, and fil-
ters.

To study the relationship between static displacements
and geometric variables, materials C-82 and Fe are used in a

numerical analysis and results are shown in Fig. 6. The
maximum displacements at the central point of the disk exist
at the radius ratio of 1. Under the optimized configuration,
the changes of the optimized thickness ratio with respect to
the changes of material properties are shown in Fig. 7. Ob-
viously, a strong influence of the elastic compliance constant
s11

E and Young’s modulusE are found. Table IV lists the
optimized configurations for the maximum central displace-
ments of the disk.

In some studies,15,16,20,21the Poisson’s ratios of elastic
and piezoelectric materials were treated identical in order to
simplify analytical procedures. In this study, we calculate the
frequency constants for the cases that the Poisson’s ratios of
glass and ZnO are and not equal. Table V lists the calculated
results at the optimum geometry. In this table, the errors
induced by this assumption for the first resonance and anti-
resonance frequencies are about 8%. For the higher modes,
errors of 6.75% in frequency constants, and of 16.12% in
EMCC are found.

FIG. 4. The EMCCkd near the first resonance region versus the thickness
ratio hm /h and radius ratior 0 /R.

FIG. 5. The first three mode shapes at optimum geometry.

TABLE III. Optimization results for dynamic characteristics.

PZT-4 PZT-5A PZT-7A PZT-8 C-82 BaTiO3 ZnO

~a! Optimizedhm /h
Glass 0.7939 0.7616 0.8007 0.7896 0.7592 0.8111 0.8584
Al 0.7167 0.6827 0.7237 0.7115 0.6805 0.7343 0.7900
Cu 0.6313 0.5976 0.6378 0.6255 0.5958 0.6479 0.7071
Fe 0.5507 0.5191 0.5564 0.5446 0.5177 0.5652 0.6234

~b! Optimizedr 0 /R
Glass 0.6946 0.6918 0.6961 0.6961 0.6920 0.7027 0.7007
Al 0.6939 0.6909 0.6955 0.6956 0.6912 0.7035 0.7009
Cu 0.7148 0.7140 0.7164 0.7171 0.7139 0.7217 0.7156
Fe 0.7155 0.7139 0.7173 0.7180 0.7139 0.7244 0.7184

~c! Optimizedkd

Glass 0.3476 0.3792 0.3066 0.3103 0.4014 0.2103 0.1945
Al 0.3563 0.3885 0.3145 0.3184 0.4111 0.2160 0.1992
Cu 0.3685 0.4015 0.3257 0.3297 0.4245 0.2240 0.2062
Fe 0.3788 0.4117 0.3353 0.3393 0.4349 0.2313 0.2131

~d! Optimizedkd /kp

Glass 0.6158 0.6281 0.6070 0.6100 0.6336 0.5917 0.5785
Al 0.6312 0.6435 0.6226 0.6259 0.6489 0.6078 0.5925
Cu 0.6528 0.6651 0.6448 0.6481 0.6701 0.6306 0.6133
Fe 0.6710 0.6820 0.6638 0.6670 0.6865 0.6508 0.6338

FIG. 6. Nondimensional central displacementsWz /R versus the thickness
ratio hm /h and radius ratior 0 /R.
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FIG. 7. The influence of material properties on optimi-
zation results for the maximum EMCC (Kd).

TABLE IV. Optimization results for static characteristics.

PZT-4 PZT-5A PZT-7A PZT-8 C-82 BaTiO3 ZnO

~a! Optimizedhm /h

Glass →1.0 →1.0 →1.0 →1.0 →1.0 →1.0 →1.0

Al →1.0 →1.0 →1.0 →1.0 →1.0 →1.0 →1.0

Cu 0.9259 0.7921 0.9999 0.9372 0.7750 →1.0 →1.0

Fe 0.7021 0.6334 0.7299 0.7037 0.6245 0.7864 →1.0

~b! OptimizedWz /R (31026) under unit voltage

Glass 43.86 47.19 23.53 35.28 68.37 35.85 3.47

Al 25.69 27.64 13.78 20.67 40.04 21.00 2.03

Cu 15.35 18.05 8.16 12.31 26.72 12.43 1.20

Fe 11.53 14.45 5.88 9.21 21.52 8.28 0.73

TABLE V. Errors of frequency constants induced bynm5np for hm /h50.8584,r 0 /R50.7007, and the use of
ZnO and glass.

Frequency constants~Hz m!

Dynamic EMCCResonance Antiresonance

1 2 3 1 2 3 1 2 3

nmÞnp 2122 8190 17997 2164 8192 18013 0.1945 0.0242 0.0420

nm5np 2293 8741 19132 2338 8744 19148 0.1944 0.0281 0.0413

error ~%! 8.06 6.73 6.31 8.07 6.75 6.3120.051 16.12 21.67

TABLE VI. A comparison of experimental and theoretical results.

Theory ~Hz! Experiment~Hz! Error ~%!

Mode

Specimen 1 2 3 1 2 3 1 2 3

~a! Resonance frequency

1 657 2487 5243 673 2444 5178 2.36 21.75 21.24

2 1147 4330 9945 1156 4306 9740 0.81 20.55 22.06

3 1339 4916 10 336 1425 4775 10 000 6.42 22.87 23.25

~b! Antiresonance frequency

1 678 2582 5244 682 2553 5213 0.52 21.14 20.59

2 1223 4446 9966 1261 4438 9845 3.13 20.19 21.21

3 1465 4959 10 347 1475 4825 10 100 0.68 22.70 22.39
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IV. EXPERIMENTS

To verify the numerical results, some experiments were
conducted. Material of C-82 piezoceramics made by Fuji
Inc. Japan and Al were selected for experiments. Three
specimens were made with dimensions in mm:hm50.189,
0.383,0.388, h50.401,0.594,0.589,r 0530,30,45, andR
560,60,60, respectively. The experimental setup uses an im-
pedance analyzer to measure the impedance spectrum. In the
impedance spectrum, the frequencies of local minimum and
maximum values of impedance indicate resonance and anti-
resonance frequencies, respectively. The experimental results
compared with theoretical values for vibration modes 1–3
are listed in Table VI. The maximum errors of 6.42% in
resonance frequency and 3.13% in antiresonance frequency
are found. Some errors may be induced by noncompletely
free boundary conditions and the fabrication process. This
suggests the acceptance of the proposed theory.

V. CONCLUSIONS

The electroelastic plate theory and optimization of a
two-layer bimorphic disk transducer are presented. The dy-
namic and static optimized configurations for the maximum
EMCC value and maximum static displacements are pre-
sented. The variations of material property results in changes
of optimized configurations and the influence are studied.
Numerical results for different hypotheses on Poisson’s ratio
are compared and the errors of 6.31%–8.07% are found in
our examples. The developed easy-to-use figures and tables
are useful for the design of the laminated piezoelectric
actuators and sensors, such as microphones, speakers, and
filters.
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The use of a modal representation for the exterior acoustic field of a structure has received
increasing attention in recent years. This modal approach generally seeks a set of orthogonal
functions, representing independent surface velocity distributions, termed acoustic radiation modes,
which diagonalize a radiation operator in the exterior domain of the structure. These orthogonal
acoustic radiation modes may be found, among other methods, through an eigenvalue analysis of a
radiation operator and possess a corresponding set of eigenvalues that are proportional to the
radiation efficiencies of the acoustic radiation modes. In free space, the acoustic radiation modes of
a sphere display a grouping characteristic in their radiation efficiencies, where each acoustic
radiation mode’s radiation efficiency within a group has the same frequency dependency. This is a
consequence of the fact that the acoustic radiation modes of a sphere are the spherical harmonics.
Further, the acoustic radiation modes of an arbitrary three-dimensional structure exhibit the same
frequency grouping as those for the sphere. The basis for the arbitrary structure’s grouping follows
from the sphere’s grouping. The observation that the acoustic radiation modes of an arbitrary body
are dominated by spherical harmonics provides insight on the behavior of such modes. These results
have significance for various applications of acoustic radiation modes, including active noise control
design, radiation modeling, etc. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1323236#
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I. INTRODUCTION

In this paper, we examine certain aspects of the fre-
quency dependency of the acoustic radiation modes of struc-
tures in free space. Specifically, we are interested in explor-
ing an observed ‘‘grouping’’ dependency of these acoustic
radiation modes at long wavelengths, where we see quanti-
zation of the acoustic radiation modes into groups of acoustic
radiation modes with the same frequency dependency for
their radiation efficiencies. In the remainder of this Introduc-
tion, we briefly review the development of the acoustic ra-
diation modes concept. Some of the elements of the topic we
discuss in this paper have appeared in a number of the ref-
erences cited below, but their significance has gone unre-
marked. As a further note, throughout this paper, we use the
full expression ‘‘acoustic radiation modes,’’ rather than
some abbreviated term, so as to clearly distinguish between
what we are interested in and other common interpretations
of the use of the word ‘‘mode.’’ This will occasionally lead
to some clumsy prose, but we do not wish to leave any
confusion between acoustic radiation modes and such more
commonly encountered items as structural vibration modes
and acoustic cavity modes.

The modal approach for characterizing exterior acoustic
radiation from an arbitrary, vibrating structure has seen rapid
development and application since its introduction in 1990.1

In one of the many implementations of this approach, any

velocity distribution on a structure may be constructed by
superimposing contributions from a set of independent
acoustic velocity modes. To each such velocity mode there
corresponds an acoustic pressure mode. This modal descrip-
tion pertains whether the representation is obtained using
surface or field pressure or surface or field velocity consid-
erations. We here consider the representation to yield surface
velocity modes.

The acoustic radiation modes are obtained through a
modal decomposition of a discretized radiation operator, de-
pendent only on the geometry of the structure and frequency
of interest. The term ‘‘radiation operator’’ represents a func-
tional that describes some aspect of exterior acoustic radia-
tion from a structure, the form of which being dependent
upon the particular avenue chosen to derive the operator.
Applying an eigenvalue or related analysis to the radiation
operator yields a set of orthogonal vectors, representing lin-
early independent velocity distributions. Each of these
acoustic radiation modes has an associated eigenvalue, pro-
portional to the radiation efficiency of the corresponding ve-
locity distribution. The principal advantage of a modal ap-
proach is in replacing the coupled structural modes in the
radiation field at long wavelengths with the uncoupled
acoustic radiation modes, thereby simplifying the radiation
analysis. Further, as a direct result of the orthogonality of the
acoustic radiation modes, the total power radiated by a struc-
ture is simply obtained by summing the radiation efficiencies
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in a proportion dictated by the contributions from individual
velocity patterns to an actual surface velocity.

Typically, one finds only a limited set of the acoustic
radiation modes acting as efficient radiators, with higher
modes’ efficiencies dropping off precipitously with increas-
ing mode index. If one plots acoustic modal radiation effi-
ciency versus modal index, one observes a ‘‘plateau’’ of ef-
ficiencies for low-order acoustic radiation modes, with
higher-order modes’ efficiencies rolling off steeply. This pla-
teau in the efficiencies~at constant frequency! is only ob-
served if one or more of the acoustic radiation modes ex-
ceeds some coincidence criteria~i.e., supersonic wave
number components!. Note that under the right geometric
conditions for the structure under consideration~symmetry
and unity aspect ratios!, such a single-frequency plot will
show the grouping characteristics with which we are inter-
ested here.

While a number of different modal techniques have been
implemented, most are used to determine measures of radi-
ated power or radiation efficiencies so as to better understand
or characterize the radiation from structures. Borgiotti1 was
the first to develop a modal representation for the acoustic
radiation from a vibrating structure, using singular value de-
composition~SVD!. The SVD of the radiation operator re-
sulted in a set of singular values and singular vectors, which
were interpreted as radiation efficiencies and singular veloc-
ity patterns, respectively. Borgiotti’s work included a figure
with the single-frequency efficiency plateau described above,
but because the surface did not have the requisite near-unity
aspect ratio, grouping was not evident. Borgiotti also had a
sphere example, and he remarked upon resulting degenera-
cies in the radiation efficiencies. The consequence of this
degeneracy was not discussed. Photiadis2 investigated the
connection between SVD and wave vector filtering, provid-
ing information on the physical contributions of the indi-
vidual subsonic and supersonic elements radiated by a struc-
ture. In his example 2, Photiadis addressed the acoustic
radiation modes of the sphere, and identified them as the
spherical harmonics with a phase dependency. He further
noted that the sphere’s acoustic radiation modes’ efficiencies
are degenerate with respect to an index for the spherical har-
monics. This degeneracy, in fact, is the grouping for the
modes of a sphere, but this was not further remarked on nor
explored by Photiadis. Sarkissian3 applied an eigenvalue
technique to a radiation operator obtained from the surface
acoustic resistance of a sphere and a cylinder. For spheres,
the grouping characteristic may be deduced from careful ex-
amination of Sarkissian’s Fig. 1, coupled with the definition
of the spherical harmonics, but this characteristic was not
remarked on by Sarkissian. Borgiotti and Jones4 demon-
strated the usefulness of the SVD by using the singular ve-
locity patterns as spatial filters in an active noise control
scheme to obtain a broadband reduction in noise radiation.
Borgiotti et al.5 and Kim and Ih6 further showed that the
SVD of the radiation field applied directly to acoustic holog-
raphy by reconstructing the surface velocity from near-field
or far-field pressure measurements.

Baumann et al.7,8 developed an active noise control
implementation with a feedback controller to minimize the

radiated power by suppressing only the most efficiently ra-
diating modes, with the modes developed through consider-
ation of the surface acoustic resistance. Chen and Ginsberg9

extended Sarkissian’s method by developing a radiation op-
erator based on the surface acoustic impedance. Separate ei-
genvalue analyses were performed on the real and imaginary
portions of the radiation operator, resulting in eigenvalues
that were proportional to the ‘‘radiated’’ and ‘‘reactive’’
powers, respectively.

Cunefare10 performed an eigenvalue analysis on an op-
erator formulated for the radiation efficiency of a baffled
finite beam. Elliott and Johnson11 demonstrated the connec-
tion between the acoustic radiation modes derived from
structural modes and those obtained through discrete elemen-
tal radiators. Further, they developed a structural active noise
control formulation for reducing the total radiated sound
power from baffled panels. They demonstrated global mini-
mization of the radiated power by controlling the weighted
sum of squared outputs from a bank of sensors mounted on
the surface of the structure. The selected weightings yielded
estimates of the contribution of each acoustic radiation
mode. Grouping of the radiation modes’ efficiencies may be
observed in Fig. 9 of their paper,11 evidenced by multiple
modes’ radiation efficiencies having equal slopes versus fre-
quency. Johnson and Elliott12 extended their earlier work by
showing that a substantial reduction in the radiated power on
planar structures was obtained at long wavelengths by vol-
ume velocity cancellation, clearly demonstrating a close re-
lationship between volume velocity control and control of
the dominant acoustic radiation mode. Naghshineh and
Koopmann13,14 applied the technique to structural active
noise control, with the objective of forcing the structure to
respond in a forced mode of vibration that coincided with an
inefficient acoustic radiation mode~termed a ‘‘weak radia-
tor’’ !. Naghshinehet al.15 demonstrated a design optimiza-
tion technique such that a subject structure would naturally
respond in a structural mode of vibration coinciding with a
weak radiation mode, representing an application of the
acoustic modal technique to passive control. Burdisso and
Fuller16 used the eigenvalue analysis developed by
Cunefare10 along with an eigenvalue assignment technique to
implement a feed-forward active noise control algorithm for
tonal and broadband disturbances.

The limiting behavior and characteristics of the acoustic
modal technique have received somewhat less attention. We
speak here with regard to such factors as the role of discreti-
zation, functional representation, convergence, and fre-
quency dependence on the modal technique. Elements of
these considerations may be found, to greater or lesser ex-
tent, in many of the papers cited above. Cunefare and
Currey17 demonstrated that the manner of representation
strongly influences the accuracy and convergence of the
acoustic radiation modes. Further, they demonstrated that the
acoustic radiation modes are almost independent of fre-
quency over a broad frequency range, while the modes’ ra-
diation efficiencies were simple functions of frequency over
the same range. The grouping characteristics are again seen
in their Figs. 2 and 3, and in the associated curve fits, but the
significance of this was unremarked on at the time. Johnson12
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and Currey18 have recently further addressed aspects of these
issues, including grouping.

The above illustrates the breadth of derivations and ap-
plications of the acoustic modal technique. It further demon-
strates that multiple authors, including the authors of the
present work, encountered the grouping phenomena and did
not remark upon its uniqueness. We here seek to rectify this
omission. We undertake in this paper a detailed examination
of the long wavelength grouping behavior of exterior acous-
tic modal techniques. In the following, we briefly introduce
the mathematical foundation of the technique, and then apply
the technique to the analysis of a number of geometric con-
figurations intended to demonstrate the grouping characteris-
tics of the acoustic radiation modes. First, we demonstrate
that the spherical harmonics are the analytical acoustic radia-
tion modes for spheres, and that these harmonics display
well-characterized grouping behavior. Then, we consider the
radiation modes of a rectangular solid, or box, illustrating
that it exhibits grouping behavior analogous to that of the
sphere. We also demonstrate that the radiation modes of the
box are not merely spherical harmonics mapped to the sur-
face of the box. Finally, we demonstrate that the radiation
modes of arbitrary distributions of point sources also exhibit
grouping behavior.

II. DEVELOPMENT

This study of a modal decomposition technique applied
to exterior acoustic radiation is not concerned with the physi-
cal characteristics of the radiating structure, such as the ma-
terial thickness or fluid loading. Likewise, this study is inde-
pendent of the source of excitation. This analysis is only a
function of a particular frequency of interest and the wetted
geometry. Throughout this work a harmonic time depen-
dence of the formeivt is assumed but is omitted in the no-
tation. Note that we include the following development only
for completeness, as aspects of it have appeared in many
prior works.1–5,10–19

A. Surface velocity

Consider an arbitrary structure vibrating in free space at
a single frequency. We may represent any arbitrary normal
velocity distribution on the surface as

û~xS!5uTf~xS!, ~1!

whereu is a column vector of unknown velocity amplitude
coefficients,f is a column vector of ‘‘basis’’ functions on
the surfaceS, andxS is a point on the surface. The vectorsu
and f are lengthN, whereN denotes the total degrees of
freedom included in the summation. The choice of basis
functions, whether global or local, in representing the surface
velocity, is arbitrary. By a global representation, we mean
one where the chosen functions are ‘‘complete’’ and span the
entire surface, as used by Chen and Ginsberg9 or Cunefare.10

A local basis function approach is one where the body is
discretized, and the basis functions only have local impact,
such as through the use of the boundary element method
~BEM!.20–22 For the local approach, the surface velocity is
simply given by a vectoru, where each component of the
vector represents a velocity amplitude at a particular location

on the structure. Alternatively, one may use discrete radiator
approaches, such as those of Elliott and Johnson.11

B. Pressure field

The pressure field is determined from the Helmholtz in-
tegral equation as23

p̂~x!a~x!5E
s
~ p̂~xS!¹G~xuxS!2G~xuxS!¹ p̂~xS!!•endS,

~2!

whereen is a unit vector pointing in the direction normal to
the surface,x is the receiver point,G(xuxS) is the constant
frequency Green’s function, and the factora is zero for an
interior point, one for an exterior point, and one half for a
point on a continuous body. Brebbiaet al.20 and Seybert
et al.21 provide a representation of the Helmholtz integral
equation for surface discontinuities, such as edges or corners,
wherea becomesdV/4p for a receiver point on the surface,
given thatdV is the outer solid angle at that point.

C. Radiated power

The acoustic power radiated by the vibrating structure is
determined from the velocity and pressure. The power is
expressed in matrix-vector notation dependent on the qua-
dratic expression for the surface velocity, using global or
local basis functions, as

W5uTCu, ~3!

whereC is a coupling matrix.
Before proceeding further, we digress here momentarily

to discuss some subtleties of the coupling matrix. For analy-
sis methods that yield reciprocal impedance matrices~e.g.,
global basis function methods, and discrete source or el-
emental radiator methods!, the coupling matrix is guaranteed
by reciprocity to be strictly real, symmetric, and positive-
definite. However, using nonvariational-principle-based
boundary element methods, we find the form of the imped-
ance matrix is not symmetric~i.e., not reciprocal!, and there-
fore the resulting coupling matrixC is Hermitian, but still
positive-definite. The impedance relationship is not symmet-
ric in the BEM due to the differences in element area asso-
ciated with each node in the discretized model. A unit veloc-
ity at a node on a large element has a much greater impact
upon the pressure at a node on a small element than the
reciprocal condition.

Returning to the development at hand, an eigenvalue
analysis may be applied directly to Eq.~3! to obtain a set of
acoustic radiation modes and their corresponding powers.3

However, in this work, we use radiation efficiency as the
basis for the modal representation.

D. Radiation efficiency

We express the radiation efficiency of a vibrating struc-
ture as

s5
W

rcŜ uû~xS!u2&
, ~4!
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wherer is the density of the surrounding fluid,c is the speed
of sound in that fluid,S is the wetted surface area, and
^uû(xS)u2& is the spatial mean-square velocity on the surface
of the structure,

^uû~xS!u2&5
1

2SES
uû~xS!u2dS5uTVu. ~5!

In Eq. ~5!, the velocity matrixV is real, symmetric, and
positive-definite. If the basis functions used to representû
are orthonormal,V is the identity matrix.

The radiation efficiency is evaluated by substituting Eqs.
~3! and ~5! into ~4!, yielding

s~u!5
uTC8u

uTVu
, ~6!

wheres is an explicit function ofu and we have absorbed
the leading coefficients 1/rcS into the coupling matrixC8.

E. Eigenvalue analysis

The acoustic modal representation may be obtained by a
generalized eigenvalue problem applied to the coupling and
velocity matrices contained in Eq.~6!. This is illustrated by
Cunefare10 through the Lagrange multiplier theorem, where
the radiated power is minimized subject to the constraint of a
finite, nonzero, spatial mean-square velocity. The eigenvalue
solution for anN degree of freedom system yields a set of
real eigenvalues and a corresponding set of orthogonal
eigenvectors, ordered aslN<...<l2<l1 and cN ...c2 ,c1

for convenience.
The eigenanalysis yields an orthogonal array of velocity

eigenvectorsC such that any arbitrary velocity distribution
is the summed contribution of the individual eigenvectorsc.
This arbitrary velocity is represented though the expansion
theorem as

u5Cc, ~7!

wherec is a vector of nondimensional participation coeffi-
cients. Each element inc represents the contributions of the
individual eigenvectors inC to the velocity vectoru.

Note that for BEM-derived, HermitianC8 matrices, the
eigenvalue analysis requires the use of only the real part of
this matrix ~recall that variational-based methods or simple-
source-based methods yield real symmetricC8 matrices!.
Otherwise, the resulting eigenvectors are complex, with the
phases of the elements within the vector unequal, even
though the eigenvalues are real. These complex eigenvectors
are nonphysical, in that they do not represent an observable
velocity distribution. However, restricting the analysis to just
the real component of HermitianC8 matrices does yield real-
valued eigenvectors, eigenvectors that satisfy all the require-
ments of the analysis. Again, note that this real-component
restriction only applies to coupling matrix generation meth-
ods that yield Hermitian matrices.

As a consequence of the real and symmetric forms ofC8
andV, the eigenvalues are real and the eigenvectors inC are
linearly independent and orthogonal with respect to the en-
ergy inner product constraintcn

TVcm5dnm , wherednm is

the Kronecker delta. The eigenvectors diagonalize the com-
bination of the coupling and velocity matrices such that

L5C21~V21C8!C, ~8!

whereL is a diagonal matrix of real eigenvalues,l.
As described by Eq.~7!, any arbitrary velocity distribu-

tion on a structure may be decomposed into individual con-
tributions from the acoustic velocity modes through a set of
participation coefficients. This allows the power radiated by
the structure to be determined by combining these participa-
tion coefficients with the eigenvalues.1 Therefore, for an ar-
bitrary surface velocityu, the radiated acoustic power is ob-
tained by substituting Eq.~7! in ~3! to yield W
5cTCTCCc, and then using Eq.~8! and the definition ofC8
to obtain

W5~rcS!cTLc5~rcS! (
n51

N

cn
2ln . ~9!

With CTVC constrained to be the identity matrix, an arbi-
trary velocity distribution’s radiation efficiency from Eq.~6!
is

s5
cTCTC8Cc

cTCTVCc
5

cTLc

cTc
5

(n51
N cn

2ln

(n51
N cn

2 . ~10!

When all participation coefficients in Eq.~7! except one
are zero, the resulting velocity distribution is identical to an
eigenvector, representing a single acoustic radiation mode. In
this case the radiation efficiency in Eq.~10! is identical to the
eigenvalue of that acoustic radiation mode. In the paper at
hand, the participation coefficients are assumed to adhere to
u5c. Therefore, forN degrees of freedom, the eigenvectors
are the acoustic radiation modes denoted byuN ...u2 ,u1 .
Likewise, the eigenvalues are identically the radiation effi-
ciencies,s5l, ordered assN<...<s2<s1 .

Note that one may perform analogous developments to
the above for distributions of elemental sources,19 where the
elements of the resulting eigenvectors are interpreted as
source strengths for each of the sources. Such a develop-
ment, not presented in detail here as it is not significantly
distinct from the above, will be used as part of our investi-
gation presented below.

III. ANALYTICAL FREE-SPACE GROUPING FOR A
SPHERE

We consider here a detailed acoustic modal analysis of a
sphere. This will demonstrate that the spherical harmonics
are the acoustic radiation modes of a sphere, and that they
exhibit well-defined grouping characteristics. The subject
sphere has radiusa, as depicted in Fig. 1.

A. Theory development

The spherical harmonics are the analytical solutions to
the modal acoustic radiation from a finite sphere. Being or-
thogonal and complete, we may use a global basis function
set composed of these functions, representing pressure distri-
butions on the surface as

p̂~r s!5pTfp~rS!, ~11!
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wherep andfp are column vectors of lengthN(2M21) of
unknown pressure coefficients and pressure basis functions,
respectively. These pressure basis functions are

fpnm~rS!5hn
~1!~krS!Yn

m~uS ,wS! ~12!

for n50,1,...,N21 and m52M11,...,21,0,1,...,M21,
where Yn

m is a spherical harmonic24 on the surface of the
sphere. The spherical harmonics are

Yn
m~uS ,wS!5cos~mwS!Pn

m~cos~uS!! ~13!

and

Yn
2m~uS ,wS!5sin~mwS!Pn

m~cos~uS!!, ~14!

wherePn
m is the associated Legendre polynomial of the first

kind, degreen, and orderm for n andm positive integers or
zero. The associated Legendre polynomials are zero unless
n>m, therefore, we assume in the subsequent analysis that
this condition is true. The spherical Hankel’s functionshn

(1)

are of the first kind and ordern, given as hn
(1)(krs)

5 j n(krs)1 ihn(krs), where j n and hn are the spherical
Bessel’s functions of the first and second kinds, respectively.

We determine the normal surface velocity from Euler’s
equation. Therefore, we may represent the velocity field in
vector form as

û~rS!5uTfu~rS!, ~15!

where the column vectorsu andfu are the unknown veloc-
ity coefficients and the velocity basis functions, respectively.
Both vectors are of lengthN(2M21), where the velocity
field basis functions also contain the spherical harmonics as

funm~rS!5
]hn

~1!~krS!

]~krS!
Yn

m~uS ,wS! ~16!

for n50,1,...,N21 and m52M11,...,21,0,1,...,M21,
where

]hn~krS!

]~krS!
5

1

2n11
@nhn21~krS!2~n11!hn11~krS!#.

~17!

Furthermore, thenmth element of the unknown pressure and
velocity vectors are proportional as

pn,m5 ircun,m . ~18!

Since the solutions for the unknown velocity coefficients are
orthogonal eigenvectors, Eq.~18! indicates that the pressure
field due to a given acoustic radiation mode is identical to the
mode scaled byirc.

Using the acoustic pressure and velocity, we obtain the
radiated power in terms of a surface integration of the acous-
tic intensity as

W5
1

2
ReS pTF E

S
fpfu

HdSGu* D , ~19!

where the superscriptH indicates complex conjugate trans-
pose of a vector. We represent the power in the same form as
Eq. ~3!, where the coupling matrix is

C5ReS irc

2 E
0

2pE
0

p

fpfu
Hr S

2 sin~uS!duSdwSD . ~20!

The integrands of the coupling matrix are

fpnmfupq* 5hn
~1!~krS!

]hp
~2!~krS!

]~krS!
Yn

m~uS ,ws!Yp
q~uS ,wS!,

~21!

wherehp
(2) are the spherical Hankel’s functions of the second

kind, given ashp
(2)5hp

(1)* . Evaluation of the polar angle
integral yields

E
0

p

Pn
m~cos~uS!!Pp

q~cos~uS!!sin~uS!duS

5H 2

2n11

~n1m!!

~n2m!!
n5p m5q

0 nÞp mÞq

, ~22!

indicating that the off-diagonal coupling coefficients inte-
grate identically to zero.25 The diagonal elements are

Cnmnm5ReS irca2hn
~1!~ka!

3
]hn

~2!~ka!

]~ka!

2p

2n11

~n1m!!

~n2m!! D . ~23!

Therefore, the coupling matrix is diagonal and composed of
only real-valued components.

We develop the radiation efficiency expression for the
sphere from Eq.~6!, where the spatial mean-square velocity
on the surface is

^uû~rS!u2&5
1

8pa2 uTF E
S
fufu

HdSGu. ~24!

For the analytical case of the sphere the form of the velocity
matrix is real and diagonal, where the diagonal terms are

Vnmnm5
1

8pa2

]hn
~1!~ka!

]~ka!

]hn
~2!~ka!

]~ka!

2

2n11

~n1m!!

~n2m!!
.

~25!

FIG. 1. Finite sphere in a free space.
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The coupling and velocity matrices are real and diagonal;
therefore, the radiation efficiencies are real. We obtain the
radiation efficiencies for this representation by using Eqs.
~23! and ~25! in ~6!, where thenmth radiation efficiency is

sn,m5

ReS ihn
~1!~ka!

]hn
~2!~ka!

]~ka!
D

]hn
~1!~ka!

]~ka!

]hn
~2!~ka!

]~ka!

. ~26!

As noted by Photiadis,2 the radiation efficiencies are inde-
pendent of the indexm but are degenerate with respect to
that index. This degeneracy produces radiation efficiencies
dependent on the indexn only, with the order of degeneracy
being 2n11. This degeneracy leads to the grouping charac-
teristic, with the number of modes within each group ordered
as 1, 3, 5, 7, 9, etc.

Since the coupling and velocity matrices are diagonal,
the acoustic radiation mode shapes are identically spherical
harmonics. The acoustic radiation modes are complex due to
the contributions of the Hankel’s functions. However, the
imaginary portions of the modes are constant relative to the
real portions, representing pure phase shifts over the surface.
This was noted by Photiadis.2 Normalizing the unknown ve-
locity coefficients to the complex Hankel’s function contri-
butions result in real acoustic radiation mode shapes identi-
cal to spherical harmonics.

B. Radiation efficiencies

Figure 2 depicts the radiation efficiencies as a function
of frequency for the 16 most efficient acoustic radiation
modes of the sphere, forming four radiating groups at long
wavelengths. The most efficient acoustic radiation mode has
a radiation efficiency dependent on frequency to the power
of two. The next three modes have degenerate radiation ef-
ficiencies with a frequency dependence to the power of four,
while the next five degenerate radiation efficiencies have a

frequency dependence to the power of six. This regular pat-
tern of increasing number of acoustic radiation modes per
group continues for all higher radiation efficiencies.

The long wavelength behavior of the radiation efficien-
cies for the sphere in free space is obtained analytically from
the substitution of the small-argument asymptotic relation-
ship for the Hankel’s functions in Eq.~26! as

lim
ka→0

sn,m.
1

~n11!2

1

~) i 51
n ~2i 21!!2 ~ka!2n12. ~27!

This relationship explains the behavior of the radiation effi-
ciencies with respect to frequency evident in Fig. 2. There is
one radiation efficiency proportional to (ka)2, corresponding
to the spherical harmonicY0

0 and representing the only mode
in the first group. There are three radiation efficiencies pro-
portional to (ka)4, corresponding to the spherical harmonics
Y1

0, Y1
1, andY1

21, representing the three radiation modes in
the second group. There are five radiation efficiencies pro-
portional to (ka)6, corresponding to the spherical harmonics
Y2

0, Y2
1, Y2

21, Y2
2, andY2

22 in the third group. This pattern
continues for all positiven andm, wherem>n.

Note that in Fig. 2, had we plotted the efficiencies of
further less efficient acoustic radiation modes, they would
have all been below the lines for the 10th through 16th
modes, with steeper slopes. In addition, had we generated a
plot of acoustic modal efficiencies versus mode index at, say,
ka52.0 ~as would be obtained along a vertical line atka
52.0 in Fig. 2!, we would observe the exact same sort of
‘‘plateau’’ in the distribution of efficiencies amongst the
modes as observed by others. Conversely, a similar plot at,
for example,ka50.1, would not exhibit such a plateau in
mode efficiencies, as none of the acoustic radiation modes
have passed coincidence, though there would still be the
rapid decrease in efficiencies from mode to mode~degener-
ate modes would produce local plateaus, but there would not
be a plateau of highly efficient modes!. We use ‘‘coinci-
dence’’ here to imply the wave number at which a mode
becomes efficient~radiation efficiency approximately 1!, in
analogy to the coincidence wave number for waves on
plates.

The asymptotic long wavelength frequency behavior of
the radiation efficiencies dictates the grouping among their
respective acoustic radiation modes. The impact of the fre-
quency grouping behavior of the radiation efficiencies is
demonstrated in Fig. 3. In this figure the mode number of the
radiation efficiencies is plotted with respect to the specific
group number to which each corresponding acoustic radia-
tion mode belongs. Specifically, the first acoustic radiation
mode’s radiation efficiency stands alone~group number one!
with a frequency dependence of (ka)2. The second through
fourth acoustic radiation modes’ radiation efficiencies are
grouped with a frequency dependence of (ka)4 ~group num-
ber two!, while the fifth through ninth acoustic radiation
modes are grouped as (ka)6 ~group number three!, etc.

FIG. 2. Radiation efficiencies for the 16 most efficient modes of a free space
sphere.
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C. Acoustic radiation modes

The acoustic radiation mode shapes of the free-space
sphere are the individual spherical harmonics. The magni-
tudes of the spherical harmonic surface distributions for the
nine most efficient modes of the free-space sphere are pro-
vided in Fig. 4. The first acoustic radiation mode shape, Fig.
4~a!, represents a uniform velocity across the surface and
acts as a monopole. Figures 4~b! through~d! correspond to
identical dipole radiators rotated on three orthogonal axes
and circumscribed by a single nodal band. This further illus-
trates the degeneracy among the corresponding radiation ef-
ficiencies, as there is no difference between these acoustic
radiation modes other than their spatial orientation. Figure
4~e! is a longitudinal quadrapole, while four other mode
shapes, Figs. 4~f! through~i!, represent a set of lateral quad-
rapoles, where there are two nodal bands on each sphere.

IV. RECTANGULAR STRUCTURE GROUPING

The acoustic radiation modes of spheres clearly group.
Here, we demonstrate that the radiation modes of a more
arbitrary structure, a rectangular solid, also exhibit grouping.
We consider a rectangular box in free space, as depicted in
Fig. 5. The box has lengthl, width w, and heighth, with
aspect ratiosw/ l 54/5 andh/ l 52/5. We use a boundary el-
ement model with 150 linear quadrilateral elements, repre-
senting a local basis function approach, to obtain the acoustic
radiation modes.

A. Frequency characteristics of acoustic modal
radiation efficiencies

The frequency dependency of the first nine radiation ef-
ficiencies of the free-space, rectangular box are depicted in
Fig. 6, wherek is the acoustical wave number. At short
wavelengths (kl.1) the radiation efficiencies approach a
value of one. At long wavelengths (kl,1) the radiation ef-
ficiencies are linear on a logarithmic scale, have a depen-
dence on wave number to even integer powers, and exhibit

frequency grouping as was evident for the sphere. There,
grouping is evident in that there are sets of acoustic radiation
modes each with the same dependency on wave number, as
evidenced by the clusters of parallel lines. As with the

FIG. 3. Grouping of acoustic mode radiation efficiencies for an object~e.g.,
sphere! in a free space.

FIG. 4. Surface normal velocity distributions of first nine radiation modes
for a sphere.

FIG. 5. Finite, rectangular box in a free space.
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sphere, the first mode stands alone~group of 1 mode!, the
second through fourth modes are grouped~group of 3
modes!, the fifth through the ninth modes are grouped~group
of 5 modes!, etc. The grouping pattern for this example
structure follows that of the sphere.

This long wavelength frequency behavior and grouping
is further illustrated by examining curve fits to the radiation
efficiencies for these nine most efficient modes in Fig. 6. We
present these fits in Table I and indicate the group to which
each of these modes belong. The frequency dependency evi-
denced by these curve fits follows those of the sphere, as
does the grouping pattern~i.e., modes per group numbered as
1, 3, 5, etc.!. Note that the first mode has a frequency depen-
dence as wave number squared, the second group as wave
number to the fourth, the third group as wave number to the
sixth, etc. As with the sphere, the modes within lower num-
bered groups prove to be more efficient radiators than the
acoustic radiation modes within higher numbered groups.
This is apparent in that the members of the higher numbered
groups have a higher-order dependency onkl ~significant be-
causekl,1 here!, in addition to noting that the radiation
efficiency equations for the members of the lower numbered
groups have larger leading coefficients than those for higher
groups.

Had the aspect ratios of the box been unity, so that the
box had been a cube, then some of the curve fits within each
group would have been identical. This is a manifestation of
degenerate eigenvalues for the modes within a group. For the
example we consider here, the leading coefficient for each of
the curve fits is different within each group as a consequence
of the nonunity aspect ratios of the box.

B. Acoustic radiation modes

In the low-frequency limit, where the radiation efficien-
cies behave linearly on a logarithmic frequency scale, the
shapes of the acoustic radiation modes of the rectangular box
are essentially constant with frequency. Similar observations
have been made with respect to the modes for panels and
beams,17,26with an explanation for such behavior provided in
terms of the nature of the coupling matrix. Similar consider-
ations apply here. Under long wavelength conditions the
shape of the magnitudes of the nine most efficient acoustic
radiation modes for a rectangular box in free space is de-
picted in Fig. 7. The first acoustic radiation modal velocity
distribution in Fig. 7~a!, which is the most efficient acoustic
radiation mode, is uniform across the entire surface of the
box, suggestive of a monopole. The next three acoustic ra-
diation mode shapes, Figs. 7~b! through ~d!, are character-
ized by a single nodal band around the axis planes of the
box. The second most efficient acoustic radiation mode
shape, Fig. 7~b!, has a nodal velocity band in they-z plane,
corresponding to the width and height of the box being less

FIG. 6. Radiation efficiencies for the nine most efficient modes of a free
space, rectangular box.

TABLE I. Radiation efficiency expressions for the nine most efficient
modes of a rectangular box in free space.

Mode number Curve fit Group

1 s152.431021(kl)2.0 1
2 s251.431022(kl)4.0 2
3 s351.131022(kl)4.0 2
4 s459.331023(kl)4.0 2
5 s552.231024(kl)6.0 3
6 s651.731024(kl)6.0 3
7 s751.031024(kl)6.0 3
8 s856.731025(kl)6.0 3
9 s956.531025(kl)6.0 3

FIG. 7. Surface normal velocity distributions of first nine box radiation
modes.
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than the length. The third most efficient acoustic radiation
mode shape, Fig. 7~c!, has a nodal velocity band in thex-z
plane, because the height of the box is less than the width.
Last, the fourth most efficient acoustic radiation mode shape,
Fig. 7~d!, has a nodal velocity band in thex-y plane. The
second through fourth acoustic radiation modes constitute a
set of three dipole distributions. Figures 7~e! through~f! rep-
resent acoustic radiation mode shapes with two nodal veloc-
ity bands, forming a set of five quadrapole radiators. The
ability of one acoustic radiation mode within a group to ra-
diate more efficiently than another is due to the relative ef-
ficiency of hydrodynamic short-circuiting across adjacent
nodal bands.27

These acoustic radiation modes for the box are sugges-
tive of radiation fields due to a multipole distribution.23 In
addition, the shape and grouping of these velocity distribu-
tions are quite similar to that of spherical harmonic distribu-
tions.

The striking similarity in the low-frequency limit be-
tween the acoustic radiation mode shapes of the rectangular
box, Fig. 7, and those of the sphere, Fig. 4, begs the ques-
tion: are the box’s acoustic radiation modes simply spherical
harmonics mapped onto the surface of the box at long wave-
lengths? We address this question in the following.

V. ACOUSTIC RADIATION MODES OF RECTANGULAR
SOLID VERSUS SPHERICAL HARMONICS

A. Mapped spherical harmonics

In the low-frequency limit, the rectangular box’s acous-
tic radiation modes’ shapes are suggestive of the spherical
harmonics on the free-space sphere. This is a direct result of
the large wavelength size relative to the structure size. As we
shall demonstrate, the box’s acoustic radiation mode shapes
are not identical to, but are quite similar to, the spherical
harmonics mapped onto the surface of the box.

To demonstrate this point, we place a small free-space
sphere with its origin at the center of an imaginary box that
possesses the same exterior geometry as the actual, rectan-
gular box, as depicted in Fig. 8. We align the polar axis of
the sphere with thez axis of the box, and align the axis
defining the 0° azimuth with thex axis of the box. This
alignment is done consciously, so as not to confound geo-
metric effects of axes orientation with the purpose of this

exposition. The chosen source alignment ensures that indi-
vidual radiation modes on the sphere produce patterns
aligned with the similar mode on the box.

The sphere is assumed to be vibrating at a single fre-
quency with a single spherical harmonic velocity distribution
from Eq. ~16!, which then generates a velocity and pressure
profile on the imaginary box. This process effectively
‘‘maps’’ the spherical harmonic onto the surface of the box.
We use the velocity profile as a boundary condition for a
BEM analysis with the internal source removed and the
imaginary surface replaced by the actual box. The pressure
profile from the spherical harmonic becomes a means of
checking the profile produced by the BEM solution. This is
the equivalent to the acoustic mesh calibration technique
common in boundary element methods,21,28 except we use
higher-order calibration sources.

As illustration that the box’s acoustic radiation mode
shapes at long wavelengths are similar to the spherical har-
monics mapped onto the surface of the rectangular box, we
generate the first 16 spherical harmonics mapped to the sur-
face as described above. The velocities of the mapped spheri-
cal harmonics are complex due to the spherical Hankel’s
functions. As the frequency approaches zero, however, the
imaginary contributions to the mapped spherical harmonics
will approach zero. The real component of the first four

FIG. 9. Comparison of surface velocity distributions between mapped
spherical harmonics and box radiation modes.

FIG. 8. Imaginary, rectangular box excited by an internal, spherical source.
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mapped spherical harmonics and the corresponding box’s
true acoustic radiation mode shapes are shown in Fig. 9 for
kl50.1. These velocity distributions are not depicted in
magnitude terms, because the resolution in shading needed
for observing the mapped spherical harmonics can not be
achieved with the particular drawing program used.

The first spherical harmonicY0
0 produced the box veloc-

ity depicted in Fig. 9~a!. This mapped spherical harmonic is
similar in shape to that of the box’s first actual acoustic ra-
diation mode in Fig. 9~b!. The velocity distributions are simi-
lar, but not identical: there are greater amplitude regions at
the centers of the box faces due to the physical proximity of
the box to the internal spherical harmonic source. The sec-
ond mapped spherical harmonicY1

1 in Fig. 9~c! is similar to
the box’s second mode in Fig. 9~d!, again with greater am-
plitude spots at the faces’ centers. The same is true for the
third mapped spherical harmonicY1

21 and fourth mapped
spherical harmonicY1

0 in Figs. 9~e! and ~g!, respectively,
which correspond well to the box’s acoustic radiation modes
in Figs. 9~f! and ~b!. We note that the mapped spherical
harmonics do not produce the same surface velocity distri-
butions as the box’s true acoustic radiation modes. There-
fore, we conclude that the box’s modes are not simply
mapped spherical harmonics.

B. Spherical harmonics as a basis for acoustic
radiation modes

In the previous section we demonstrated that the box’s
acoustic radiation modes are not identical to mapped spheri-
cal harmonic velocity distributions on the surface. However,
these mapped spherical harmonics do form a second linearly
independent velocity set on the box. This point is shown by
forming a matrixU, where the individual columnsumap are
the velocity amplitude vectors ofM mapped spherical har-
monics. Since the number of rowsN in U represents the
number of global nodes used in the boundary element model
used here, the matrix is of size (N3M ) and may be non-

square. To demonstrate that the mapped spherical harmonics
form a linearly independent set, the rank of theU matrix is
taken with respect to added mapped spherical harmonics or
columns, as depicted in Fig. 10. For each added velocity
vector M11, the rank of the matrix isM11 so that it is
always full rank.29 Therefore, the mapped spherical harmon-
ics are linearly independent on the surface of the rectangular
box.

Since the mapped spherical harmonics are linearly inde-
pendent, we may use them in turn as a basis to reconstruct
the rectangular box’s acoustic radiation modes through the
expansion theorem. With a truncated series of 16 mapped
spherical harmonics, we may decompose an acoustic radia-
tion mode of the box,c, using a least-squares technique29 as

C5Uc. ~28!

Here,cTc51 andU is normalized such that the Euclidean
norm of the individual columns is unity. The least-squares
solution is unique, because the mapped spherical harmonics
are linearly independent. The first four reconstructed acous-
tic radiation mode shapes for the box, using 16 mapped
spherical harmonics, are depicted in Fig. 11. These recon-
structed velocity distributions still bear some characteristics
of the mapped spherical harmonics, particularly the higher
amplitude regions. However, these reconstructed mode
shapes for the box are approaching the true mode shapes.
While a single mapped spherical harmonic is not equivalent
to a single acoustic radiation mode for the box, each of the
box’s modes may be represented as a superposition of
mapped spherical harmonics. We find this not particularly
surprising, as it essentially is a statement of multipole
methods.30 Indeed, one perspective on the matter at hand is
that it confirms the validity of multipole and related methods.

FIG. 10. Matrix rank for added mapped spherical harmonics.

FIG. 11. Box mode shapes reconstructed from mapped spherical harmonics.
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C. Demonstration of spherical harmonics as a basis
for grouping

We have shown that the mapped spherical harmonics
serves as a basis for representing the acoustic radiation mode
shapes of the box, when suitably mapped onto its surface.
Therefore, we may use the long wavelength efficiency be-
havior of the spherical harmonics to understand the radiation
efficiency behavior of the box’s acoustic radiation modes.

To demonstrate this point, we consider the radiated
power from one acoustic radiation mode of the rectangular
box at long wavelengths. The power may be any real, finite,
and positive value, as determined by the normalization of
that mode in Eq.~9!. We constrain this mode’s power to be
unity at a single frequency,Wbox51, leading to a particular
normalization for that mode. We then constrain the radiated
power from each individual free-space sphere acoustic radia-
tion mode to be unity at the same single frequency as well.
This normalization scheme provides a means of generating a
mapped spherical harmonic with an amplitude such that it
has the same radiated acoustic power as the corresponding
acoustic radiation mode of the box. Therefore, the power of
the sphere’s mode is identical to that generated on the sur-
face of the box by the corresponding mapped spherical har-
monic and to the box’s own mode, given asWsphere5Wbox.
We perform this normalization so that we may use the ex-
pansion theorem, Eq.~7!, in such a fashion that the partici-
pation coefficients are direct measures of the contribution to
the total power for each free-space sphere mode.

With this normalization scheme applied to the first 16
mapped spherical harmonics, and using the least-squares ap-
proach as before, the resulting participation coefficients for
the mapped spherical harmonics in the box’s four most effi-
cient acoustic radiation modes are presented in Table II. The
empty entries in this table denote participation coefficients
values of less than 1023. This table clearly shows that the
box’s individual acoustic radiation modes are dominated by
their respective mapped spherical harmonics of equivalent
order, as indicated by the dominance of the first four diago-
nal entries. Note that the sign of the coefficient only indicates
phase. Further, the complex-valued contributions of the

mapped spherical harmonics to the modal reconstruction are
becoming significant, as indicated by the complex entries in
Table II. We note that as the wave number is increased, these
values become increasingly significant. Table II clearly indi-
cates that the box’s radiation modes are dominated by a
single spherical harmonic, though other modes contribute, as
well.

To further illustrate the significance of the above, we
may then obtain the power due to a reconstructed box acous-
tic radiation mode through the use of Eq.~28! in ~3!, or

Wbox5cTUTCUc5 (
n51

N

(
m51

N

cnumapn

T Cumapm
cm . ~29!

Since a mode for the box is dominated by a single spherical
harmonic, at long wavelengths the radiated power of the
box’s nth acoustic radiation mode is approximately

Wboxn
'cn

2umapn
T Cumapn

5cn
2Wspheren

. ~30!

Using each body’s acoustic radiation mode’s power and their
respective spatial mean-square velocities and areas, the ra-
diation efficiency expression for the box’snth acoustic ra-
diation mode is approximately

sboxn
'cn

2sspheren

^uûspheren
u2&

^uûboxu2&

Asphere

Abox
}sspheren

. ~31!

This result proves that the corresponding radiation efficien-
cies of the rectangular box behave as those of the free-space
sphere in the low-frequency limit, explaining the existing
frequency dependence and grouping of the box’s radiation
efficiencies.

VI. GROUPING BEHAVIOR FOR DISTRIBUTIONS OF
POINT SOURCES

The above sections have demonstrated that the radiation
modes of spheres and rectangular solids exhibit grouping
behavior. Here, we address the more general question as to
the grouping behavior, if any, of arbitrary geometries. For
this purpose, we use the radiation mode concept as devel-
oped for distributions of point sources.19 The benefit of using
this method for our purposes here is that it permits the rapid
generation and analysis of many distributions of sources,
many more so than could be evaluated in an equivalent time
using boundary element methods. However, as noted by
Johnson,19 since there is no ‘‘radiation efficiency’’ definition
equivalent to Eq.~4! for point-source distributions, the ei-
genvalues of the point-source radiation coupling matrix are
what is of interest to us here. Nonetheless, the use of the
point-source method does not reduce the generality of the
results, as a consequence of the well-established modeling
methods based on the use of superposition of radiation con-
tributions from such sources, e.g., Refs. 31–33.

For the following, we consider the radiation modes of
two source distributions. Each distribution has 100 point
sources. The first distribution has the sources randomly dis-
tributed on the surface of a rectangular solid, excluding the
ends. That is, the sources are distributed only on the sides,
not on the top or bottom. We will refer to this distribution as
the ‘‘open box’’ distribution. The second distribution has its

TABLE II. Modal participation coefficients of reconstructed box modes.

First mode Second mode Third mode Fourth mode

Y0
0 1.04 0.0610.01i 20.59 0.45

Y1
1 20.94

Y1
21 21.00 20.01

Y1
0 20.01 21.13

Y2
22 0.01

Y2
2 20.01

Y2
1

Y2
0 20.19 0.55 0.12 20.09

Y2
21

Y3
3 20.11

Y3
23 20.2820.01i

Y3
2 20.13

Y3
22 0.54

Y3
1

Y3
21 0.4110.01i

Y3
0 0.01 1.2110.04i
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points randomly distributed throughout a rectangular volume
with an aspect ratio of 100:1:1. We will refer to this distri-
bution as the ‘‘line’’ distribution. Both distributions have a
common characteristic lengthl that is used to generate a
dimensionless wave numberkl for plotting purposes.

Figures 12 and 13 depict the eigenvalues as a function of
kl for the source distributions described above. Figure 12
clearly indicates that the open-box distribution clearly exhib-
its the same frequency grouping of the point-source modes as
did the BEM-derived analyses presented earlier. Figure 13,
for the line distribution, at first glance does not immediately
support the existence of grouping,but nonetheless it is
present. The modes still group as to their dependency on
wave number, while the relative values of the eigenvalues

within each group depend on the aspect ratio of the source
distribution: the more strongly a distribution deviates from
unity aspect ratio, the more strongly the eigenvalues within
each group are differentiated.

While we could present eigenvalue versus wave number
figures for many more source distributions than the two we
have included here, such would add nothing of benefit to this
exposition: Every source distribution we have analyzed ex-
hibits grouping behavior.

VII. CONCLUSIONS

We have demonstrated here that the so-called acoustic
radiation modes for three-dimensional bodies exhibit a
grouping characteristic under long wavelength conditions.
The radiation efficiencies of modes within these groups fol-
low frequency dependencies very close to those for spherical
harmonics. All acoustic radiation modes within a group have
wave number dependencies to the same even power. Ifn
11 represents the group number, then there are 2n11
modes within the group, and the wave number dependency
goes as wave number to the power 2n12 for n50,1,2... .
This grouping is evident based on spherical harmonics, and
on the multipole expansion,24 though we note that multipoles
do not, in general, radiate independently.

We have shown that the modal radiation characteristics
of a rectangular box in a free space are related to the modal
radiation characteristics of a sphere in a free space at long
wavelengths. We observe the same grouping behavior in the
acoustic radiation modes of distributed point sources, regard-
less of the geometry of the distribution. Because of the abil-
ity to model finite continuous structures with point sources,
we therefore expect that such bodies will also exhibit group-
ing behavior for their radiation modes. Within a group, the
relative magnitudes of the radiation efficiencies~or eigenval-
ues! of the acoustic radiation modes in the low-frequency
limit are dependent on the aspect ratios of the structure.

To what consequence is this grouping? The application
of the acoustic radiation modes to active noise control leaps
immediately to the forefront. It has been proposed that the
number of efficiently radiating modes determines the desired
order of the control. Depending on the structure’s aspect ra-
tio, however, the number of sensors and actuators will in-
crease as the number of acoustic radiation modes in the
groups increase. That is, if more than just control of the first
acoustic radiation mode is required, then due to the grouping
of the next three acoustic radiation modes, the control of four
acoustic radiation modes may be required. This is a worst
case scenario for a unity aspect ratio object, but the implica-
tions are clear. In addition, this grouping concept may pro-
vide avenues to reduce the effort required for simulations, by
limiting the modeling effort to consideration of only a re-
stricted number of efficiently radiating modes.
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FIG. 12. Eigenvalues of the first 16 radiation modes for the open-box dis-
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FIG. 13. Eigenvalues of the first 16 radiation modes for the line distribution
of 100 point sources.
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Approaches were examined for reducing acoustic noise levels heard by subjects during functional
magnetic resonance imaging~fMRI !, a technique for localizing brain activation in humans.
Specifically, it was examined whether a device for isolating the head and ear canal from sound~a
‘‘helmet’’ ! could add to the isolation provided by conventional hearing protection devices~i.e.,
earmuffs and earplugs!. Both subjective attenuation~the difference in hearing threshold with versus
without isolation devices in place! and objective attenuation~difference in ear-canal sound pressure!
were measured. In the frequency range of the most intense fMRI noise~1–1.4 kHz!, a helmet,
earmuffs, and earplugs used together attenuated perceived sound by 55–63 dB, whereas the
attenuation provided by the conventional devices alone was substantially less: 30–37 dB for
earmuffs, 25–28 dB for earplugs, and 39–41 dB for earmuffs and earplugs used together. The data
enabled the clarification of the relative importance of ear canal, head, and body conduction routes
to the cochlea under different conditions: At low frequencies~<500 Hz!, the ear canal was the
dominant route of sound conduction to the cochlea for all of the device combinations considered. At
higher frequencies~.500 Hz!, the ear canal was the dominant route when either earmuffs or
earplugs were worn. However, the dominant route of sound conduction was through the head when
both earmuffs and earplugs were worn, through both ear canal and body when a helmet and
earmuffs were worn, and through the body when a helmet, earmuffs, and earplugs were worn. It is
estimated that a helmet, earmuffs, and earplugs together will reduce the most intense fMRI noise
levels experienced by a subject to 60–65 dB SPL. Even greater reductions in noise should be
achievable by isolating the body from the surrounding noise field. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1326083#

PACS numbers: 43.50.Hg, 43.66.Vt, 43.50.Ki@MRS#

I. INTRODUCTION

Functional magnetic resonance imaging~fMRI ! is
widely used to map the activity patterns of the human brain
during sensory stimulation or the performance of a cognitive
task. However, the high-level sound, or ‘‘acoustic noise,’’
produced by the imaging equipment can be problematic for
some fMRI investigations, particularly those focused on the
central auditory system. Typically, subjects wear standard
hearing protection devices during fMRI~i.e., earmuffs or
earplugs; Savoyet al., 1999!, but this is not sufficient for
achieving the quiet conditions more typical of physiological
and psychophysical studies of hearing. The noise can be loud
enough to mask the perception of sound stimuli~Shahet al.,

1999; Edenet al., 1999!, even when earmuffs and earplugs
are worn. In addition, the noise itself can evoke brain activ-
ity, which can then obscure the activity produced by the
intended stimuli~Bandettiniet al., 1998; Ulmeret al., 1998;
Talavageet al., 1999; Edmisteret al., 1999!. fMRI para-
digms that modify the timing of image acquisitions can be
used to reduce the influence of the noise on brain activation
~e.g., Edmisteret al., 1999; Hall et al., 1999!, but these
modified paradigms compromise the temporal resolution or
data-taking efficiency of the fMRI technique~see Melcher
et al., 1999, for a discussion!.

Acoustic noise in the imaging environment can arise
from several sources. The most intense noise is from the
imager gradient coils that produce spatially and temporally
varying magnetic fields used in acquiring an image~e.g.,
Cohen, 1998!. This ‘‘gradient noise’’ occurs synchronously
with each image acquisition and has the same predominant
frequency as the current driving the gradient coils~e.g., Hur-
witz et al., 1989; Schmittet al., 1998; Raviczet al., 2000!.

a!Portions of this material were presented at the 1997 American Speech-
Language-Hearing Association meeting, Boston, MA, 23 November 1997,
the Twentieth and Twenty-first Midwinter Meetings of the Association for
Research in Otolaryngology, St. Petersburg Beach, FL, 5 February 1997
and 18 February 1998, and the Fourth International Conference on Func-
tional Mapping of the Human Brain, Montreal, PQ Canada, 11 June 1998.
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We found that peak gradient-noise levels during fMRI
reached 123 dBre 20mPa in a 1.5-Tesla~T! imager and
138 dB in a 3-T imager; the gradient-noise spectra~calcu-
lated over a 10-ms window coinciding with the highest-
amplitude noise! showed a prominent maximum at 1 kHz for
the 1.5-T imager~115 dB SPL! and at 1.4 kHz for the 3-T
imager~131 dB SPL—Raviczet al., 2000!.1 ~Figure 4 con-
tains examples of noise waveforms.! Other sources of noise
include ~a! a pump for liquid helium used to cool the imag-
er’s static magnet, and~b! the air-handling system in the
imager room. Pump and air-handling noise levels at our in-
stallation were 71 dB~A! ~80 dB SPL unweighted! with spec-
tral peaks at 125, 240, and 490 Hz~Ravicz et al., 2000!.
Other authors have reported similar gradient and background
noise levels for comparable imagers~e.g., Prieto et al.,
1998!.

Earmuffs and earplugs cannot reduce fMRI acoustic
noise to subaudible levels because there is a fundamental
limit to their effectiveness. The limit arises because there are
multiple routes by which sound is conducted to a subject’s
cochlea~e.g., von Gierke, 1956!. These multiple routes are
shown schematically in Fig. 1. Earmuffs and earplugs reduce
conduction along the ear canal; however, sound impinging
on a subject can still be conducted through the subject’s head
and body to the cochlea~von Gierke, 1956; Zwislocki, 1957;
Berger, 1983!.2 This sound can be conducted~a! directly to
the cochlea;~b! to the middle ear and then to the cochlea; or
~c! through the walls of the ear canal and along the ear canal
to the middle ear and cochlea~Khannaet al., 1976!. When
no hearing protection devices are worn, sound at the external
ear conducted along the ear canal dominates the perceived
sound. However, when earmuffs and earplugs are used to-
gether to reduce conduction along the ear canal, conduction
through the subject’s head and body can become significant
~Zwislocki, 1957; Berger, 1983!, and protecting the ears fur-
ther will not reduce the level of perceived sound. Shielding
the head and body as well as the ears should, however, pro-
duce reductions~von Gierke, 1956!.

The sound attenuation provided by earmuffs and ear-
plugs has been reported in several previous studies~Berger,
1983; Berger and Kerivan, 1983; Bergeret al., 1998; Casali
et al., 1995!, but the efficacy of devices for shielding the
head or body remains largely unexamined. In subjects wear-
ing earmuffs and earplugs, Nixon and von Gierke~1959!
found that cotton applied over the head~but not the ear-
muffs! could attenuate the perceived level of free-field sound

~confirming that the attenuation provided by earmuffs and
earplugs was indeed limited by conduction through the
head!. However, they did not examine the degree of isolation
that might be achieved by shielding the ear as well as the
head, nor did they attempt to test a shielding device for use
in practice.

The objective of the present study was to build on the
experiments of Nixon and von Gierke by testing a device for
isolating both the ear canal and the head from sound~Fig. 1!.
Because our particular interest was to reduce the imaging
noise perceived by subjects during fMRI, we designed a
head-shielding device~a ‘‘helmet’’! that could eventually be
used during imaging experiments. We investigated the at-
tenuation provided by~a! a helmet used with earmuffs, and
~b! a helmet used with earmuffs and earplugs together. We
measured both~1! subjective attenuation, the attenuation of
perceived sound~an indicator of the attenuation of sound
reaching the cochlea!, and ~2! objective attenuation, the at-
tenuation of sound pressure in the ear canal. To determine
whether or not the helmet could provide substantial addi-
tional attenuation beyond that provided by earmuffs and ear-
plugs, it was necessary to assess the attenuation provided by
earmuffs and earplugs under the same experimental condi-
tions ~even though the attenuation of earmuffs and earplugs
has been examined previously, e.g., Bergeret al., 1998!.

The data gathered in these investigations provided an
opportunity to clarify the relative importance of the various
sound conduction routes to the cochlea, particularly at high
frequencies where fMRI noise levels are highest. While it is
known that ear canal, head, and body conduction can all
contribute to perceived sound, the relative importance of
these routes at a quantitative level remains largely unre-
solved. From an fMRI standpoint, we were interested in un-
derstanding the conduction routes because this information
can be used to design further noise reduction strategies.

II. METHODS

A. Subjects

Subjects were adult volunteers~eight men, two women!
with no auditory complaints or known hearing loss. Mea-
surements were generally made in one ear; in three subjects,
measurements were made in both ears. Experiments were
conducted in accordance with a protocol approved by the
Human Studies Committee of the Massachusetts Eye and Ear
Infirmary, and informed consent was obtained from all sub-
jects.

B. Devices tested

We tested several devices for isolating a subject’s ears
and head from sound: earplugs, earmuffs, and helmets.

The earplugs and earmuffs tested were commercial mod-
els commonly used for hearing protection. Earplugs were
chosen from among five models of compressible foam ear-
plugs of different sizes and Noise Reduction Ratings
(NRRs; EPA,1979!: E•A•R E•Z•Fit ~NRR528 dB!, Howard
Leight Max-Lite (NRR533 dB), Howard Leight Laser-Lite
(NRR532 dB), Lab Safety Supply Sound Defense (NRR
529 dB), Moldex Spark Plug (NRR531 dB). Earplug

FIG. 1. Block diagram of sound conduction from the free field to the co-
chlea. Sound is conducted along three routes, labeled with ovals: along the
ear canal, through the head, and through the body. As indicated, earmuffs
and earplugs reduce sound conduction along the ear-canal route. A helmet
enclosing the head is expected to reduce conduction along both the head and
ear-canal routes.

217 217J. Acoust. Soc. Am., Vol. 109, No. 1, January 2001 M. E. Ravicz and J. R. Melcher: Isolation from fMRI noise



model and size were chosen by the investigators and subject
for a snug yet comfortable fit in the ear canal. Preliminary
tests indicated that other types of earplugs, such as PVC,
molded rubber/plastic, clay, or cotton/fiberglass, were almost
always less comfortable and often less effective for subjects.
Earmuffs were Howard Leight QM-26 dielectric muffs
(NRR525 dB), nonmetallic, and therefore MRI compatible,
which included a hard thermoplastic shell and PVC-covered
foam cushions.

Two helmets for reducing sound transmission to a sub-
ject’s head were tested. The first helmet was large enough to
fit loosely over the head of a subject wearing earmuffs~Fig.
2!. This free-standing helmet consisted of a sheet of foam–
barrier–foam composite~Netwell FBF-1!, comprising a layer
of 1/4-in. acoustic foam, a heavy barrier layer of 1/8-in.-
thick vinyl ~1 lb/in.2!, and a layer of 1-in. acoustic foam. The
composite was rolled into a cylinder~1-in. foam layer inside!
and sealed top and bottom with a circular piece of the same
composite. The bottom of the helmet was removable and was
slit to allow installation around a subject’s neck. Any gaps
between the subject’s neck and the helmet were filled by a
laboratory towel. There was no contact between the helmet
and earmuffs and no contact between the helmet and the
subject except at the neck and shoulders. A second, larger
helmet~which fit over and was supported by a mockup of an
imager head coil! was constructed from a barrier–foam com-
posite without the 1-in. foam layer~E•A•R E-0-10-25!. The
composite was oriented so the 1/4-in. foam layer was be-
tween the barrier layer and the mock head coil. This second
helmet was also sealed at the top and bottom as described
above for the first helmet. Ventilation air for the subject~8–9
l/min.! was provided through a long~;8 m! tube running
from a bottle of medical-grade compressed air through the
wall of the helmet near the subject’s neck to the space under
the helmet and exhausted through the towel.

The materials used for the helmets were chosen for~1! a
high attenuation rating@STC527– 34 ~Sound Transmission
Class, e.g., Warnock and Quirt, 1998!#; ~2! a barrier layer
that is among the heaviest available in standard products; and
~3! a foam decoupling layer.~The foam layer of the second
helmet isolated the barrier layer from the mock head coil.!
Although we did not explicitly try different materials, we do
not expect that other, similar commercially available materi-
als will provide significantly more attenuation unless their
STC is higher. Because the helmets were constructed of
composites with similar attenuation ratings,3 we expected
that the two helmets would provide similar attenuations. In
fact, they did, so we do not distinguish between the two
helmets in the results.

C. Measurement techniques

The effect of each isolation device or combination of
devices~earmuffs, earplugs, helmet! was assessed two ways.
‘‘Subjective’’ attenuation was computed from differences in
behavioral threshold to various sound stimuli@Sound Field
Real Ear At Threshold~REAT!#. ‘‘Objective’’ attenuation
was computed from measurements of sound pressure magni-
tude in a subject’s ear canal@Insertion Loss by Microphone

In Real Ear~MIRE!—Berger, 1986b#. In each case, measure-
ments made with the subject wearing one or more isolation
devices were compared with measurements with no devices
worn ~see Fig. 3!. Subjective attenuations were computed
from measurements of behavioral threshold~in dB! as

Subjective attenuation~ in dB!

5Threshold with device2Threshold with no device.
~1a!

Similarly, objective attenuations were computed from mea-
surements of ear-canal sound pressurePEC ~normalized by
stimulus level! as

Objective attenuation~ in dB!

5203 log10 ~PEC with no device/

PEC with device!. ~1b!

Measurements were performed with a subject seated in a
soundproofed, acoustically deadened chamber at the Eaton-
Peabody Laboratory in Boston, MA. Background noise lev-
els were 0 dB SPL or less above 200 Hz~Vér et al., 1975!.
Sound stimuli were played over a wide-range loudspeaker
~Radio Shack #40-1354! located approximately 45 cm from
a subject’s ear~usually the left! at an azimuth of 90° from
the midline and 0° elevation@Fig. 3~A!#.4 A foam earplug
was inserted by the experimenter into the ear canal opposite
the loudspeaker~to approximately the depth of a ‘‘standard
insertion,’’ Berger, 1983, 1986b!, where it remained
throughout the experiment.5

Sound pressurePEC was measured in the ear canal clos-
est to the loudspeaker. A short, thin, stiff plastic probe tube
~;22 mm length, 1.14-mm inner diameter, 1.57-mm outer
diameter! was attached to a hearing aid microphone
~Knowles EK-3027! with cyanoacrylic cement. The micro-
phone was inserted into the subject’s concha so the probe
tube extended approximately 15 mm into the ear canal. The

FIG. 2. Realistic view of a subject wearing the first helmet and earmuffs.
The helmet is shown cut away to illustrate how it fit loosely over the head of
a subject wearing earmuffs; in actuality, it enclosed the subject’s entire
head.
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microphone was taped to the tragus to hold it in place. Care
was taken not to obstruct the entrance to the ear canal and to
keep the tip of the probe tube away from the ear-canal wall.
For configurations that included an earplug as a test device
@Figs. 3~B! and ~D!#, the probe tube was threaded through a
hole in the earplug made with a hypodermic needle such that
only the microphone remained outside the earplug@Fig.
3~B!, right panel#.6 The earplug was inserted by the experi-
menter into the ear canal. A standard insertion was always
attempted; however, because the probe tube, microphone,
and microphone cable increased the difficulty of inserting the
earplug, a lesser insertion was realized in some cases~i.e., a

‘‘partial insertion,’’ Berger, 1983, 1986b!.7 After PEC was
measured with the test earplug in place, the earplug was
removed from the ear, and the microphone and probe tube
were extracted intact from the earplug and reinserted in the
ear canal at approximately the same location. To be sure that
the characteristics of the microphone and probe tube were
unaffected by these procedures, we checked that the calibra-
tion of the microphone with its probe tube was the same at
the beginning and the end of each experiment. For the cali-
bration, the microphone with probe tube was sealed to the
end of a custom-made acoustic source and the microphone
output was measured in response to a broadband chirp stimu-
lus ~see Sec. D!.

For configurations that included earmuffs as a test de-
vice @Figs. 3~C!, ~D!, and~E!#, the earmuffs were positioned
by the subject to maximize comfort, with assistance by the
experimenter, who ensured that there was a seal between
earmuff cushion and head. The microphone cable was routed
between the earmuff cushion and the subject’s head. For con-
figurations that included a helmet@Figs. 3~E! and ~F!#, the
helmet was positioned by the experimenter. The microphone
cable was routed along the subject’s neck.

For each combination of devices,PEC was measured
first to assess the fit of the noise reduction device~s!. The
subject’s behavioral thresholds were then determined in re-
sponse to imager noise and tone-burst stimuli~described in
Sec. D below!. Subjects were provided with a push button
that controlled a buzzer in the control area outside the sound-
proofed room and were instructed to keep the button pressed
as long as they heard one stimulus presentation per second.
Stimuli were initially presented at approximately 20 dB SL.
Stimulus level was then reduced in 3-dB steps at approxi-
mately 3-s intervals as long as the button was pressed. Once
the subject released the button, stimulus level was increased
in 3-dB steps until the subject again responded. Three
response/no-response cycles were usually sufficient to estab-
lish a reliable threshold. Typically, the first sound pressure
and threshold measurements in each session were made with
multiple noise reduction devices in place@e.g., Fig. 3~E!#;
devices were then removed progressively until the last mea-
surement was made with no device in place.

D. Stimuli

For ear-canal sound-pressure measurements, broadband
chirps~12 Hz–14 kHz! were played over the loudspeaker at
80–95 dB SPL~as measured in the subject’s ear canal! for
approximately 90 s. For behavioral threshold measurements,
we chose test stimuli based directly on fMRI acoustic noise.8

Two types of stimuli were used:~1! 650-ms segments of
previously digitized 1.5- and 3-T imager noise~including
gradient noise—Fig. 4!, and~2! tone bursts~50-ms duration!
at 1 and 1.4 kHz~the predominant frequencies of the gradi-
ent noise in the 1.5-T imager and the 3-T imager, respec-
tively!, 2 and 2.8 kHz~second harmonics, also prominent in
the noise spectra!, and 500 Hz~a prominent lower-frequency
peak in the noise spectra!. Each imager noise segment cor-

FIG. 3. Diagram of techniques used to measure sound pressure in the ear
canal and behavioral thresholds. Measurements were made with no isolation
~A! and with different combinations of test devices: earplugs~B, left panel!,
earmuffs~C!, earmuffs and earplugs together~D!, a helmet and earmuffs
together~E!, and a helmet with earmuffs and earplugs together~not shown!.
Details of the attachment between the earplug, microphone, and probe tube
are shown in~B!, right panel; also shown is the position of the clay used to
test whether the microphone was acoustically isolated from the sound field
outside the ear.

219 219J. Acoust. Soc. Am., Vol. 109, No. 1, January 2001 M. E. Ravicz and J. R. Melcher: Isolation from fMRI noise



responded to a single image acquisition~Raviczet al., 2000!.
All stimuli had 5-ms rise–fall times and were presented at a
rate of 1/s.

E. Some potential sources of measurement error

One potential source of error in earplug objective attenu-
ation measurements is sound conducted directly to the mi-
crophone through the microphone case rather than the probe
tube. During measurements of ear-canal pressure with an
earplug in place, the microphone@outside the ear—Fig. 3~B!#
is in a more intense sound field than the tip of the probe tube
in the ear canal medial to the earplug. If sound conducted
through the microphone case to the microphone were com-
parable to or greater than ear-canal sound pressure, earplug
attenuations would be artifactually low. While measuring
ear-canal pressure with an earplug in place, we encased the
microphone in a heavy clay@Fig. 3~B!, right panel#, thereby
isolating it from the sound field outside the ear. Adding the
clay produced no difference in the microphone output. This
indicates that sound conduction through the microphone case
to the microphone did not contaminate our measurements of
earplug attenuation.

We considered whether physiological noise in the ear
canal might result in errors in our subjective attenuation
measurements. This consideration was prompted by reports
that masking of auditory stimuli by higher levels of physi-
ological noise in the occluded versus unoccluded ear canal9

could cause overestimations of the attenuation of earmuffs
and earplugs~Berger and Kerivan, 1983!. The amount of
overestimation was shown by Berger and Kerivan to be in-
significant for measurements of earplug and earmuff attenu-
ation at 500 Hz and above. Since the frequency range of our

subjective attenuation measurements was>500 Hz, we as-
sume that any such overestimations did not cause significant
errors in our measurements.

A second potential source of error in the subjective at-
tenuation measurements arises because different routes of
sound conduction are important with different configurations
of isolation devices. For no devices@Fig. 3~A!#, behavioral
thresholds presumably are indicative of sound reaching one
cochlea~on the side closest to the loudspeaker!. However,
for device configurations where head and/or body conduction
contributes significantly to the perceived sound~see Secs. III
C, D, E!, behavioral thresholds could reflect sound reaching
both cochleae rather than only one. The implication is that
behavioral thresholds with certain devices may be artificially
low ~because threshold reflects sound reaching both cochleae
instead of only one!, in which case subjective attenuation
would be artifactually low@see Eq.~1a!#. We estimated that
the threshold might differ by as much as 3 dB depending on
whether sound was detected with one or both cochleae
~based on the difference between minimum audible pressure
and minimum audible field; Moore, 1997!. Therefore, it is
possible that subjective attenuations may have been underes-
timated by as much as 3 dB in circumstances where head
and/or body conduction was important~see also Berger and
Kerivan, 1983!. We took this into consideration in deducing
the dominant routes of sound conduction for different device
configurations~Sec. III! as follows: In our deductions~which
are based on comparisons of objective and subjective attenu-
ations and comparisons of subjective attenuations for differ-
ent device configurations! we consider only differences in
excess of 3 dB.

III. RESULTS

A. Overview

Objective and subjective attenuations were measured for
the four configurations of isolation devices shown in Figs.
3~B!–~E! and for a fifth combination comprising earmuffs,
earplugs, and a helmet. The subjective attenuations for each
of the device combinations are listed in Table I. Both objec-
tive and subjective attenuations are shown in Figs. 5–8. The
helmet/earmuff combination provided higher objective and
subjective attenuations than the earmuff/earplug combina-
tion. The helmet/earmuff/earplug combination provided the
highest objective and subjective attenuations of all configu-
rations tested.

B. Earmuffs or earplugs

1. Objective and subjective attenuations

Attenuations for earmuffs@Fig. 3~C!# are shown in Fig.
5~A!. The mean objective attenuation for earmuffs10 @solid
line in Fig. 5~A!# increased with increasing frequency up to
approximately 1 kHz.~Note that increasing attenuation is
plotted downward.! Above 1 kHz, objective attenuation
ranged from 29–41 dB. The lesser attenuation at low com-
pared to high frequencies is characteristic of passive attenu-
ation devices~e.g., Nixon, 1979; Berger, 1983!. Mean sub-
jective attenuations for tone-burst stimuli@1, 1.4, 2, 2.8 kHz;
circles in Fig. 5~A!; see Table I# were between 32 and 37 dB

FIG. 4. Imager noise stimuli. In each panel, the waveform from 0 to 650 ms
is imager noise recorded in 1.5-T~A! and 3-T imagers~B!; the remainder is
zero padding~dotted line! for a 1-s presentation period. The high-intensity
portions of the noise waveforms@e.g., 80–150 ms in~A!, 5–40 ms in~B!#
are due to gradient coil activity. The waveforms have been normalized to
their respective peaks.
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and were 1–5 dB lower than objective attenuations at corre-
sponding frequencies,11 but these differences were not statis-
tically significant~p.0.2 for all four frequencies, Student’s
unpairedt test; Presset al., 1988!. The subjective attenuation
for 1.5-T imager noise@30 dB; square in Fig. 5~A!# did not
differ significantly from the subjective attenuation for tone
bursts at the predominant frequency of the 1.5-T gradient
noise ~1 kHz; p.0.6!. Similarly, the subjective attenuation
for 3-T imager noise@37 dB; triangle in Fig. 5~A!# did not
differ significantly from the subjective attenuation for tone
bursts at the predominant frequency of the 3-T gradient noise
~1.4 kHz; p.0.9!. All of the results indicate that earmuffs
provide approximately 35 dB of attenuation in the frequency
range of imager gradient noise~1–1.4 kHz!.

Attenuations for earplugs@Fig. 3~B!# are shown in Fig.
5~B!. Data from all of the earplug types tested~of different
sizes and NRRs! have been combined. Mean objective at-
tenuation@solid line in Fig. 5~B!# generally increased with
increasing frequency up to approximately 3 kHz where it
reached a maximum of 41 dB. At still higher frequencies,
objective attenuation decreased slightly as frequency in-
creased. Mean subjective attenuations for tone bursts at 1,
1.4, 2, and 2.8 kHz~27–41 dB; see Table I! did not differ
significantly from objective attenuations at corresponding
frequencies~1–3-dB difference;p.0.7 for all four frequen-

cies!. Subjective attenuations for imager noise~26 and 25 dB
for 1.5- and 3-T noise, respectively! did not differ signifi-
cantly from those for tone bursts at the predominant frequen-
cies of the gradient noise (p.0.6). In the frequency range of
the gradient noise, all of the results indicate that earplugs
provide approximately 27 dB of attenuation.

2. Comparison with previous studies

Our measurements of earmuff and earplug attenuations
are in general agreement with previous reports~Casaliet al.,
1995; Royster et al., 1996; Berger, 1983; Berger and
Kerivan, 1983; Bergeret al., 1996, 1998!.12 Our objective
attenuations for earplugs are within the range of Berger and
Kerivan’s ~1983! ‘‘partial insertion’’ earplug data over the
frequency range that the two sets of measurements have in
common ~125 Hz–2 kHz!. Our objective attenuations for
earmuffs are also within the range of previously reported
values~125 Hz–3.15 kHz!, with some exceptions. They are
less than attenuations reported by Casaliet al. ~1995! in Bil-
som earmuffs below 500 Hz and less than attenuations re-
ported by Berger and Kerivan~1983! in David Clark 19A
earmuffs below 1 kHz. A possible reason for these discrep-
ancies is that the earmuffs used by Casaliet al. and Berger
and Kerivan may have had a larger volume than ours—large-

TABLE I. Summary of subjective attenuation measurements in this study and previous reports using similar earmuffs and earplugs. Attenuations are specified
in dB (mean61 standard deviation). Attenuations for this study are based on data inN ears; the datum for each ear is the average of 1–3 measurements. The
previous studies of earmuff attenuation used Bilson UF-1 earmuffs,a presented mean results for several types of earmuffs,b or did not specify the type used.c

The previous studies of earplug attenuation used E•A•R® Classic® foam earplugsa or did not specify the type used.c

Subjective attenuation of various sound stimuli~dB!

Stimuli
Imager noise Tone bursts

Isolation device
This study

Number
of earsN

1.5-T
~1 kHz!

3.0-T
~1.4 kHz! 500 Hz 1 kHz 1.4 kHz 2 kHz 2.8 kHz

Earmuffs 5 3066.0 3763.9 ¯ 3266.9 3764.7 3467.9 3563.8
Earplugs 3 2666.1 2560.8 ¯ 2864.2 2766.8 3562.4 4161.0
Earmuff/earplug 8 41668 3964.0 4168.6 4166.5 3966.5 4767.1 4865.8

combination
Helmet/earmuff 3 4762.7 5261.7 ¯ 5060 5866.9 56610.4 6466.4

combination
Helmet/earmuff/ 5 5769.7 6369.9 5865.5 5567.3 6369.7 6665.8 8262.1

earplug combination
Stimuli: 1/3-octave bandwidth noise bursts except as noted

Other studies 125 Hz 250 Hz 500 Hz 1 kHz 1.4 kHz 2 kHz 3.15 kHz

Earmuffs, 7.463.6 14.063.4 20.763.3 29.263.8 ¯ 31.764.2 ¯

‘‘Subject fit’’ a

Earmuffs, 963.6 1264.0 1964.7 2764.9 ¯ 2865.2 ¯

mean of several studiesa

Earmuffsb 1364.5 1965.5 2665.5 3467.0 ¯ 3266.5 3368.0
Stimuli: pure tones

Earplugs, 21.467.8 22.067.8 24.267.8 25.266.9 ¯ 31.064.7 ¯

‘‘Subject fit’’ a

Earplugs, 1769.0 1768.7 2069.2 2268.5 ¯ 2968.3 ¯

mean of several studiesa

Earmuff/earplug 37.564.6 41.865.1 51.366.7 47.864.2 ¯ 37.363.5 46.864.5
combinationc

aCompiled by Bergeret al., 1998.
bCasaliet al., 1995.
cBerger, 1983, for ‘‘small-volume’’ earmuffs and earplugs inserted to ‘‘standard depth’’~50%–60% of earplug in ear canal!.
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volume earmuffs have been shown to provide greater attenu-
ation at low frequencies than small-volume earmuffs
~Berger, 1983!. Our subjective attenuations for earmuffs
and earplugs are in close agreement with previous reports
~Table I!.

3. Dominant conduction route

The fact that our objective and subjective attenuations
do not differ significantly for either earmuffs or earplugs
indicates that sound in the ear canal fully accounts for the
sound perceived by subjects wearing either earmuffs or ear-
plugs. Therefore, conduction through the head and body to
the cochlea is not important with these devices:for earmuffs
or earplugs, the dominant sound conduction route is along
the ear canal.

C. Earmuffs and earplugs in combination

1. Objective and subjective attenuations

The attenuation provided by earmuffs and earplugs used
together@Fig. 3~D!# is shown in Fig. 6~A!. Objective attenu-
ation for this ‘‘earmuff/earplug combination’’ generally in-
creased with increasing frequency up to approximately 65
dB at 3–4 kHz and then decreased. Subjective attenuations
for tone bursts~0.5, 1, 1.4, 2, and 2.8 kHz—see Table I!
were between 39 and 48 dB. At 1.4, 2, and 2.8 kHz, subjec-

tive attenuations were significantly less than objective at-
tenuations~by 7–15 dB;p,0.02!. Subjective attenuations
for 1.5- and 3-T imager noise~41 and 39 dB! did not differ
significantly from the subjective attenuations for 1- and 1.4-
kHz tone bursts, respectively (p.0.9). The subjective at-
tenuation for 3-T imager noise was significantly less than the
objective attenuation at 1.4 kHz (p,0.004). Thus, subjec-
tive attenuations for frequencies>1.4 kHz were less than the
objective attenuations at corresponding frequencies.

2. Comparison of earmuff Õearplug combination with
earmuffs or earplugs alone

The attenuations provided by the earmuff/earplug com-
bination can be compared to the attenuations for earmuffs or
earplugs alone using Fig. 6~A! and Table I. Objective attenu-
ations for the earmuff/earplug combination exceeded the at-
tenuation provided by either device alone at all frequencies
(p,0.007), except that the attenuation of the earmuff/
earplug combination was not significantly greater than that
for earplugs alone near 125 Hz (p.0.1). Subjective attenu-
ations for the earmuff/earplug combination significantly ex-
ceeded the subjective attenuations for earmuffs or earplugs
alone in most cases~by 9–15 dB;p,0.05!. The exceptions
are the 3-T imager noise and 1.4-kHz tone bursts, for which
there was no significant difference in attenuation between the
earmuff/earplug combination and earmuffs alone (p.0.3),
and 2.8-kHz tone bursts, for which the difference in attenu-
ation between the earmuff/earplug combination and earplugs
alone was not significant (p.0.1).

3. Dominant conduction routes

a. Comparison of objective and subjective attenuations.
As a first step toward identifying the dominant routes of
sound conduction to the cochlea in subjects wearing both
earmuffs and earplugs, we compared objective and subjec-
tive attenuations in Fig. 6~A!. The reasoning that motivated
this comparison was as follows: If the ear canal were the
dominant sound conduction route, all the sound reaching the
cochlea would pass through the earmuff and then the ear-
plug, and objective attenuations would equal subjective at-
tenuations. Thus, a difference between objective and subjec-
tive attenuations would indicate that a significant amount of
sound reaching the cochlea bypassed the ear canal, i.e., was
conducted through the head and body to the middle or inner
ear~the ‘‘ossicular’’ or ‘‘middle ear’’ and ‘‘inner ear’’ com-
ponents described in Khannaet al., 1976!. At 500 Hz, the
difference between the mean subjective and objective attenu-
ations was insignificant~1 dB!, suggesting that the ear canal
was the dominant conduction route at 500 Hz. At 1 kHz,
subjective and objective attenuations differed to a greater
degree~by 6 dB!, but not significantly (p.0.1). At 1.4 kHz
and above, subjective attenuations were 7–15 dB less than
objective attenuations, and the differences were significant
(p,0.02). The discrepancy between objective and subjec-
tive attenuations indicates that a significant portion of the
sound reaching the cochlea at and above 1.4 kHz bypassed
the ear canal, i.e., was conducted through the head and/or
body to the middle ear and cochlea.13

FIG. 5. Attenuation of earmuffs~A! and earplugs~B!. In both panels, the
solid curve is the mean objective attenuation for nine ears~in seven
subjects—earmuffs; six subjects—earplugs!; shading indicates61 standard
deviation~s.d.!. Symbols indicate mean subjective attenuations in five sub-
jects ~earmuffs! or three subjects~earplugs!; error bars indicate61 s.d.
Subjective attenuations for tone bursts, 1.5-T imager noise, and 3-T imager
noise are indicated by circles, squares, and triangles, respectively. For ear-
plugs,61 s.d. was less than the dimensions of the symbols indicating the
mean subjective attenuations for 3-T imager noise and 2.8-kHz tone bursts.
Subjective attenuations for imager noise are plotted at the predominant gra-
dient noise frequencies indicated by vertical dotted lines~1.5 T: 1 kHz; 3 T:
1.4 kHz!. Subjective attenuations for tone bursts at 1 and 1.4 kHz have been
offset horizontally to the right for clarity.
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b. Comparison of earmuff/earplug attenuation to
summed earmuff and earplug attenuations. To further exam-
ine the routes of sound conduction for the earmuff/earplug
combination, we~a! calculated what the attenuations for the
earmuff/earplug combination would be if the ear canal were
the only important sound conduction route, and~b! compared
the calculations with our measurements of attenuation for the
earmuff/earplug combination. If the ear canal were the only
important route, all of the sound reaching the ear canal and
cochlea would pass through the earmuff and then the earplug
~Fig. 1!. In this case, the attenuation for the earmuff/earplug
combination would be the sum~in dB! of the individual ear-
muff and earplug attenuations, assuming that there is no in-
teraction between earmuff and earplug.14 Therefore, as a test
of whether the ear canal was the dominant route, we added
the attenuations for earmuffs and earplugs alone and com-
pared the result with the measured attenuation for the
earmuff/earplug combination. The idea was that any signifi-
cant discrepancies would indicate sound conduction via
routes other than the ear canal route.

The summed earmuff and earplug objective attenuations
are shown in Fig. 6~B! along with the objective attenuation
measured for the earmuff/earplug combination. The attenua-
tion for the earmuff/earplug combination~solid line! does
not differ significantly from the sum of the earmuff and ear-
plug objective attenuations~dashed line! below 500 Hz
(p.0.4). This result supports the view that most low-
frequency sound reaches the cochlea along the ear canal
route, not through the head or body.15 In contrast, at high
frequencies~.500 Hz!, the measured attenuation for the
earmuff/earplug combination was significantly less than the
sum of the objective attenuations for earmuffs and earplugs
(p,0.003). The difference was greatest~20 dB! near 1.4
kHz. An interpretation of this disparity at high frequencies is
that sound was conducted through the head and/or body to
the ear canal medial to the earplug@Khannaet al.’s ~1976!
‘‘external ear component’’# when the earmuff/earplug com-
bination was worn.

Summed earmuff and earplug subjective attenuations are
also shown in Fig. 6~B! along with subjective attenuations
measured for the earmuff/earplug combination. The subjec-
tive attenuations for the earmuff/earplug combination~open
symbols! were significantly less than the sum of the subjec-
tive attenuations for earmuffs and earplugs alone~filled sym-
bols!, by 20–35 dB for 1-, 1.4-, 2-, and 2.8-kHz tone bursts
and imager noise~p,0.03 for all stimuli except 1.5-T im-
ager noise and 1.4-kHz tone bursts—p,0.06!. Thus, at high
frequencies~.500 Hz!, both subjective and objective attenu-
ations for the earmuff/earplug combination were less than
the summed earmuff and earplug attenuations. These com-
parisons support the view that, at high frequencies~.500
Hz!, sound conducted to the cochlea via the head and/or
body limits the attenuation of earmuffs and earplugs when
both are worn.

c. Comparison with Berger’s ‘‘bone conduction limit.’’
The importance of head and body conduction for the
earmuff/earplug combination at high frequencies but not at
low is further supported by a comparison of earmuff/earplug
attenuations and Berger’s~1983! ‘‘bone conduction limit.’’16

FIG. 6. ~A! Objective and subjective attenuations for the earmuff/earplug
combination. The solid curve is the mean objective attenuation for 12 ears
~in nine subjects; shading indicates61 s.d.!; symbols are mean subjective
attenuations in eight subjects~error bars indicate61 s.d.!. Key to symbols
and vertical lines as in Fig. 5. Also shown are mean objective attenuations
for earmuffs and earplugs from Fig. 5~thin dot-dashed and dotted curves,
respectively!. ~B! Sum of mean earmuff and earplug attenuations~dot-
dashed curve and filled symbols! and attenuation for the earmuff/earplug
combination~solid curve and open symbols!. The results shown in this panel
are based only on the ears in which measurements were made in all three of
the following conditions: earmuffs alone, earplugs alone, and the earmuff/
earplug combination~objective: eight ears in six subjects; subjective: three
subjects!. ~C! Subjective attenuations for the earmuff/earplug combination
~symbols! compared to the mean ‘‘bone conduction limit’’61 s.d. mea-
sured by Berger~1983! in subjects wearing special highly attenuating ear-
muffs and deeply inserted earplugs~hatched area!.
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Berger~1983! estimated his bone conduction limit by mea-
suring subjective attenuations in subjects wearing deeply in-
serted earplugs and large lead earmuffs that presumably
blocked sound conduction along the ear canal so that any
perceived sound was conducted through the head and body
~see also Zwislocki, 1957; Nixon and von Gierke, 1959!.17

Hence, the bone conduction limit is an upper bound on the
noise reduction possible using hearing protection that treats
only sound conduction along the ear canal~Berger, 1983,
1986a!. At 500 Hz, subjective attenuation for the earmuff/
earplug combination was below Berger’s bone conduction
limit @Fig. 6~C!#, which further supports the idea that the ear
canal was the dominant conduction route to the cochlea at
500 Hz. At 1 kHz and above, subjective attenuations were
similar to Berger’s bone conduction limit@Fig. 6~C!# which
further supports the conclusion that head and/or body con-
duction are important at high frequencies~.500 Hz! when
both earmuffs and earplugs are worn.

d. Summary. Our data are consistent with the view that,
at low frequencies~<500 Hz!, the ear canal is the dominant
sound conduction route to the cochlea when the earmuff/
earplug combination is worn. Comparisons between objec-
tive and subjective attenuations and between individual and
combined attenuations indicate that,at higher frequencies,
sound conduction through the head and/or body contributes
significantly to the sound perceived by subjects wearing the
earmuff/earplug combination. Above 500 Hz, the sound is
conducted through the head and/or body to the ear canal; at
1.4 kHz and above, sound is also conducted to the middle ear
and cochlea.

D. Helmet and earmuffs in combination

1. Objective and subjective attenuations

To investigate whether reducing sound conduction
through the head would lead to further attenuation with ear-
muffs beyond that possible with earplugs, we measured the
attenuation provided by a ‘‘helmet’’ worn over earmuffs
@Fig. 3~E!#. The mean objective attenuation for the ‘‘helmet/
earmuff combination’’@solid line in Fig. 7~A!# generally in-
creased with increasing frequency up to approximately 1
kHz. Above 1 kHz, objective attenuations ranged from ap-
proximately 60–80 dB. Mean subjective attenuations for
tone-burst stimuli@1, 1.4, 2, 2.8 kHz, circles in Fig. 7~A!#
and imager noise~square and triangle! ranged from 47–64
dB. Subjective attenuations for 1.4-, 2-, and 2.8-kHz tone
bursts were not significantly different from objective attenu-
ations at corresponding frequencies, but subjective attenua-
tions for all other stimuli were significantly less than objec-
tive attenuations at corresponding frequencies~by 11–16 dB;
p,0.02!. Our subjective attenuation data indicate that the
helmet/earmuff combination reduced perceived sound by
47–58 dB in the frequency range of the imager noise~1–1.4
kHz!—see Table I.

2. Comparison of helmet Õearmuff combination with
earmuffs alone and with the earmuff Õearplug
combination

The helmet/earmuff combination provided more attenu-
ation than earmuffs alone in most instances. For example, the
mean objective attenuation for the helmet/earmuff combina-
tion was significantly greater than that for earmuffs at 250
Hz and above@p,0.002; Fig. 7~A!#. The mean subjective
attenuations for the helmet/earmuff combination exceeded
those for earmuffs alone by 15–29 dB~p,0.005; see
Table I!.

The helmet/earmuff combination also provided more at-
tenuation at high frequencies than the earmuff/earplug com-
bination. Mean objective attenuation was significantly
greater for the helmet/earmuff combination at 1 kHz and
above (p,0.03), except near 2 kHz (p.0.1). For 3-T im-
ager noise and 1-, 1.4-, and 2.8-kHz tone bursts, mean sub-
jective attenuations were significantly greater for the helmet/
earmuff combination~9–19 dB! as compared to the earmuff/
earplug combination~p,0.04; see Table I!.

FIG. 7. ~A! Mean objective and subjective attenuations for the helmet/
earmuff combination61 s.d.~objective: solid curve and shading, six ears in
six subjects; subjective: symbols and error bars, three subjects!. Key to
symbols and vertical lines as in Fig. 5. Also shown is the mean objective
attenuation for earmuffs from Fig. 5~A! ~dot-dashed curve!. ~B! Mean ob-
jective and subjective attenuations for the helmet/earmuff combination
@solid curve and symbols from~A!#, sum of mean earmuff and helmet ob-
jective attenuations~dashed curve!, and mean objective attenuation for the
helmet alone~dotted curve; six ears in six subjects!.
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3. Reduction in sound conduction through the head
and ear canal at high frequencies ( Ì500 Hz)

Three lines of evidence indicate that the helmet/earmuff
combination reduced sound conduction through the head as
well as through the ear canal. First, the helmet/earmuff com-
bination provided more subjective attenuation than the
earmuff/earplug combination for 1-, 1.4-, and 2.8-kHz tone
bursts and for 3-T imager noise. This is relevant because the
attenuation provided by the earmuff/earplug combination at
high frequencies~.500 Hz! was limited by conduction
through the head and/or body, so the greater attenuation pro-
vided by the helmet/earmuff combination could be achieved
only by a reduction in conduction through the head~since the
helmet did not enclose the body!. Second, subjective attenu-
ations for the helmet/earmuff combination exceeded the es-
timated upper limit for ear canal attenuation@i.e., exceeded
Berger’s ‘‘bone conduction limit’’ in Fig. 6~C!# for most of
the test stimuli~3-T imager noise and 1.4-, 2-, and 2.8-kHz
tone bursts!. This indicates that the helmet reduced sound
transmission along an additional route, i.e., through the head.
Third, the objective attenuation for the helmet/earmuff com-
bination was approximately equal to the sum of the indi-
vidual objective attenuations of the helmet and earmuffs
@Fig. 7~B!#, which indicates that little or no sound reached
the ear canal by passing through the body, head, and ear
canal walls.18 In short, the helmet proved effective in its in-
tended function, reducing sound conduction through the
head as well as the ear canal.

4. Dominant conduction routes

Our deductions concerning the dominant routes of sound
conduction for the helmet/earmuff combination are as fol-
lows. Our reasoning is based on our previous conclusion
that, when earmuffs alone are worn, sound is conducted to
the cochlea primarily along the ear canal rather than through
the head or body. Placing the helmet over earmuffs presum-
ably reduced the sound reaching the ear canal and head to the
same degree and therefore did not alter the relative impor-
tance of the ear canal versus head conduction routes. This
implies that sound conducted through the head contributed
negligibly to the perceived sound when the helmet/earmuff
combination was worn. Instead, the perceived sound was
presumably dominated by sound conducted through the ear
canal, body, or both.

The relative importance of ear canal vs body conduction
at high frequencies~.500 Hz! can be deduced by consider-
ing the relationship between objective and subjective attenu-
ations if only the ear-canal route were important and com-
paring this hypothetical situation with our data. If only ear-
canal conduction were important, sound pressure in the ear
canal would fully account for the sound perceived by a sub-
ject wearing the helmet/earmuff combination, so subjective
and objective attenuations would be the same. Alternatively,
if body conduction were important as well, objective and
subjective attenuations would not necessarily be equal be-
cause subjects could hear sound conducted to the cochlea
that bypassed the ear canal. Hence, any significant discrep-
ancy between measured objective and subjective attenuations
would imply that conduction through the body was important

~see Sec. III C 3!. In fact, subjective and objective attenua-
tions for the helmet/earmuff combination did differ signifi-
cantly for 1-kHz tone bursts and 1.5- and 3-T imager noise,
by 11–16 dB. Thus, conduction through the body apparently
contributed to the sound heard when the helmet/earmuff
combination was worn, at least at some frequencies. The fact
that adding earplugs to the helmet/earmuff combination
tended to increase subjective attenuations~see Sec. III E 2!
supports the idea that conduction along the ear canal also
contributed to the perceived sound when the helmet and ear-
muffs were worn. In short, we conclude that,for the helmet/
earmuff combination, the dominant routes of sound conduc-
tion to the cochlea at high frequencies (.500 Hz) are
through the ear canal and body.

In contrast to the situation at high frequencies, our data
suggest that the ear canal is the dominant sound conduction
route at low frequencies when the helmet/earmuff combina-
tion is worn. The reasoning follows from the earlier conclu-
sion that the attenuation for the earmuff/earplug combination
at low frequencies~<500 Hz! was not limited by conduction
through the head and body, i.e., conduction was mainly
along the ear canal~Sec. III C 3!. This conclusion, coupled
with the fact that the objective attenuation for the helmet/
earmuff combination was less than that for the earmuff/
earplug combination at most low frequencies@compare solid
lines in Figs. 6~A! and 7~A!#, suggests that the ear canal was
also the dominant conduction route for low-frequency sound
when the helmet/earmuff combination was worn. Thus,when
the helmet/earmuff combination is worn, further low-
frequency attenuation should be possible by reducing con-
duction along the ear canal.

E. Helmet, earmuffs, and earplugs in combination
1. Objective and subjective attenuations

The attenuation provided by a helmet, earmuffs, and ear-
plugs used together is shown in Fig. 8. Objective attenuation

FIG. 8. Mean objective and subjective attenuations for the helmet/earmuff/
earplug combination61 s.d.~objective: solid curve and shading, five ears in
five subjects; subjective: symbols and error bars, five subjects!. Key to sym-
bols and vertical lines as in Fig. 5. Mean attenuations for the helmet/earmuff
combination from Fig. 7~A! are shown for comparison@objective: dashed
curve; subjective: solid inverted triangles~gradient noise! and solid dia-
monds~tone bursts!#. Solid symbols are offset slightly to the left for clarity.
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increased with increasing frequency to a maximum of 87 dB
near 2.5 kHz and then decreased with increasing frequency.
Subjective attenuations for tone bursts at 0.5, 1, 1.4, and 2.8
kHz did not differ significantly from objective attenuations at
corresponding frequencies~p.0.1 for all frequencies!—see
Table I. However, the subjective attenuation for tone bursts
at 2 kHz was significantly less (p,0.008). Subjective at-
tenuations for 1.5- and 3-T imager noise~57 and 63 dB! did
not differ significantly from the attenuations for tone bursts
at 1 and 1.4 kHz~55 and 63 dB!, respectively (p.0.1). All
of our subjective attenuation data indicate that the helmet/
earmuff/earplug combination reduces the perceived sound by
approximately 60 dB in the frequency range of the imager
noise~1–1.4 kHz!.

2. Comparison of helmet Õearmuff Õearplug
combination with helmet Õearmuff and earmuff Õ
earplug combinations

The attenuations provided by the helmet/earmuff/
earplug combination and the helmet/earmuff combination
can be compared using Fig. 8. For frequencies below 500 Hz
and near 2–3 kHz, objective attenuations for the helmet/
earmuff/earplug combination were significantly higher than
those for the helmet/earmuff combination (p,0.008); near 1
and 1.4 kHz and above 3 kHz there was no significant dif-
ference (p.0.5). The mean subjective attenuations for the
helmet/earmuff/earplug combination~open symbols in Fig.
8! were systematically higher than those for the helmet/
earmuff combination~filled symbols!, although the differ-
ence in attenuation was significant only for 1.5-T imager
noise~p,0.05; Fig. 8, Table I; note that no subjective data
were taken at 500 Hz for the helmet/earmuff combination!.
Overall, the addition of earplugs to the helmet/earmuff com-
bination tended to increase attenuation at most frequencies.

The subjective attenuations provided by the helmet/
earmuff/earplug and earmuff/earplug combinations can be
compared using Table I. For every stimulus, attenuations
were substantially greater~5–18 dB! for the helmet/earmuff/
earplug combination. This result allows a refinement of the
earlier conclusion that the head and/or body conduction
routes are important at high frequencies when the earmuff/
earplug combination is worn~Sec. III C 3!. The substantial
increase in subjective attenuation that is produced by adding
a helmet to the earmuff/earplug combination indicates thatit
is specifically head conduction that dominates at high fre-
quencies when earmuffs and earplugs are worn together.

3. Dominant conduction routes

Our deductions concerning sound conduction routes at
high frequencies~.500 Hz! for the helmet/earmuff/earplug
combination begin with a previous conclusion: For the
helmet/earmuff combination, the dominant routes of sound
conduction at high frequencies were through the ear canal
and body. When earplugs were added to the helmet/earmuff
combination~yielding the helmet/earmuff/earplug combina-
tion!, sound conduction through the ear canal was presum-
ably reduced substantially, by an amount equal to the objec-
tive attenuation of earplugs@23–41 dB for frequencies.500
Hz; Fig. 5~B!# making conduction through the ear canal neg-

ligible compared to conduction through the body. Thus,the
dominant route by which high-frequency sound was con-
ducted to the cochlea for the helmet/earmuff/earplug combi-
nation was probably through the body.

Two results provide information about the dominant
routes of sound conduction at low frequencies~< 500 Hz!
for the helmet/earmuff/earplug combination:~1! At 500 Hz,
the subjective attenuation for the helmet/earmuff/earplug
combination was approximately equal to the objective at-
tenuation~Fig. 8!, indicating that sound primarily reached
the cochlea via the ear canal.~2! Adding earplugs to the
helmet/earmuff combination increased objective attenuation
significantly at low frequencies~Fig. 8!. In fact, the increase
was approximately equal to the attenuation measured for ear-
plugs alone@Fig. 5~B!#. This additivity suggests that~a! most
low-frequency sound was conducted along the ear canal, and
~b! conduction to the ear canal through the head or body was
not important at low frequencies when the helmet/earmuff/
earplug combination was worn.

IV. DISCUSSION

Our experiments demonstrated that a helmet shielding
the head can provide substantial additional attenuation be-
yond that provided by conventional devices for isolating in-
dividuals from sound, namely earmuffs and earplugs. In the
course of these demonstrations, we systematically deter-
mined both objective~ear canal! and subjective attenuations
for various combinations of isolating devices. These data en-
abled deductions concerning the relative importance of three
different sound conduction routes to the cochlea: along the
ear canal, through the head, and through the body.

A. Relative importance of sound conduction routes

1. High frequencies

Our measurements were focused on high frequencies
~.500 Hz!, where fMRI noise levels are highest. At high
frequencies, routes other than the ear canal were clearly im-
portant for several device configurations: the earmuff/
earplug combination, the helmet/earmuff combination, and
the helmet/earmuff/earplug combination.

The relative importance of the various conduction routes
can be estimated quantitatively by combining our attenuation
data with the model in Fig. 1. Estimates of sound conduction
for the frequency range of the predominant gradient noise
~1–1.4 kHz! are given in Fig. 9. For each combination of
isolation devices, and for no isolation, estimates of sound
conduction for the ear canal, head, and body routes are given
in dB relative to conduction through the ear canal when no
isolation devices are worn.

The estimates of ear canal, head, and body conduction in
Fig. 9 were made as follows. When no isolation devices are
worn, theear canalis the dominant route of sound conduc-
tion to the cochlea, and the level of ear-canal conduction is
set to 0 dB, the maximum~Fig. 9, far left!. When there are
various combinations of earmuffs, earplugs, or helmet~Fig.
9, four right-most columns!, ear-canal conduction is reduced
from maximum by the total attenuation along the ear-canal
route. For earmuffs or earplugs, this is just the earmuff or
earplug attenuation in the frequency range of the predomi-
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nant gradient noise~the estimates in Fig. 9 are based on an
average of the attenuations at 1 and 1.4 kHz!. When there are
multiple devices, we assumed that the total ear-canal attenu-
ation was the sum of objective attenuations~in dB! provided
by each individual device since sound passes through the
various devices serially on its way to and along the ear canal
~Fig. 1; e.g., for the helmet/earmuff/earplug combination,
ear-canal attenuation was calculated as the sum of the
individual helmet, earmuff, and earplug objective
attenuations!.19

The level of sound conducted through theheadwas es-
timated from our subjective attenuation data for the earmuff/
earplug combination. For this device configuration, we con-
cluded that sound conduction along the ear canal was
reduced to the point that conduction through the head domi-
nated the perceived sound~Secs. III C 3 and III E 2!. There-
fore, in Fig. 9 the head contribution for this configuration is
below the ear-canal contribution with no isolation~0 dB! by
an amount equal to the earmuff/earplug subjective attenua-
tion ~approximately 40 dB!. For the purposes of this figure,
we assume that the amount of sound conducted through the
head~relative to maximum! is the same for no isolation as
for the earmuff/earplug combination.20 For the device con-
figurations that included the helmet, head conduction in Fig.
9 was reduced by an amount equal to the objective attenua-
tion of the helmet~based on the assumption that the helmet
reduced conduction to the head and ear canal by the same
amount!.

The level of sound conduction through thebody when
there is no isolation was estimated from our subjective at-
tenuation data for the helmet/earmuff/earplug combination.
For this device configuration, we concluded that sound con-
duction along the ear canal and through the head was re-
duced to the point where conduction through the body domi-
nated the perceived sound. Therefore, in Fig. 9 the body

contribution is below maximum by an amount equal to the
helmet/earmuff/earplug attenuation~approximately 60 dB!.
Presumably, none of the devices we studied affected the
body route to the cochlea, so the amount of sound conducted
through the body~relative to maximum! is the same for all of
the situations in Fig. 9.

The relative importance of ear canal, head, and body
conduction to the cochlea for various device configurations
can be seen from Fig. 9. When there is no isolation~Fig. 9,
far left!, the ear canal is by far the dominant route of sound
conduction. Even when conduction along the ear canal is
reduced by earmuffs or earplugs~Fig. 9, second from left!,
the ear canal remains the dominant route. However, when
earmuffs and earplugs are used together, conduction along
the ear canal is reduced to the point that head conduction is
most important~Fig. 9, middle!. For the helmet/earmuff
combination, the helmet reduced conduction through the
head as well as along the ear canal; consequently, the head
route is less important than the ear canal and body routes,
and the ear canal and body routes are comparable in impor-
tance~Fig. 9, second from right!. When earplugs are added
to the helmet/earmuff combination, ear-canal conduction is
reduced, and the dominant route of conduction is through the
body.

2. Low frequencies

Our attenuation data at low frequencies~< 500 Hz! are
consistent with the idea that the ear canal was the dominant
conduction route for every device configuration considered.
However, it is likely that other routes would have become
important if we had attempted to explore the limits of attenu-
ation achievable at low frequencies. For instance, the low-
frequency attenuations we measured for the earmuff/earplug
combination are less than the maximum achievable because
we used earplug insertion depths typical of everyday use,
rather than the maximum insertion depth possible. Berger
~1983! has shown that conduction through routes other than
the ear canal can be significant at low frequencies as well
when earmuffs are used with deeply inserted earplugs. In
these circumstances, the helmet should still provide addi-
tional low-frequency attenuation.

B. Sound conduction to the cochlea under imaging
conditions

The conditions under which our measurements were
made differ from those in an imager, which raises the possi-
bility that the relative importance of the ear canal, head, and
body routes might be different during imaging. For our mea-
surements, the subject was seated in a chair, their head was
unsupported, and sound was delivered from a point source
some distance away. In the imager, the subject’s position and
the acoustic environment are different:~1! the subject typi-
cally lies supine on a patient table with their head in a head
coil. The subject’s head rests on the head coil, and there may
be cushioning material packed between the head and the
head coil to prevent the head from moving. Additionally, the
subject may hold a bite bar, which is rigidly attached to the
head coil, in his/her mouth to keep the head still.~2! Gradi-
ent noise comes from gradient coils surrounding the subject
rather than from a point source.~3! The patient table may

FIG. 9. Estimates of sound conduction to the cochlea through the ear canal,
head, and body at frequencies of imager gradient noise, for five conditions:
no isolation devices, earmuffs or earplugs, the earmuff/earplug combination,
the helmet/earmuff combination, and the helmet/earmuff/earplug combina-
tion. Contribution from each route to the perceived sound is indicated in dB
relative to conduction along the ear canal with no isolation. Labels above
bars indicate the dominant route~s! of sound conduction for each condition
~EC: ear canal!.

227 227J. Acoust. Soc. Am., Vol. 109, No. 1, January 2001 M. E. Ravicz and J. R. Melcher: Isolation from fMRI noise



vibrate in response to gradient coil or coolant pump activity.
Consequently, unlike the experimental conditions of the
present study, vibrations may be transmitted to the subject’s
head through the head coil or bite bar or to the head or body
through the patient table. Hence, the importance of the head
and body conduction routes relative to the ear canal could be
higher in the imager than in the experimental setup in the
soundproof room.

C. Achieving further noise reduction

1. Gradient noise

As we have seen, at the predominant frequencies of im-
ager gradient noise, sound conduction through the head lim-
its the effectiveness of devices that treat only the ear canal
~e.g., earmuffs, earplugs, ‘‘noise-canceling’’ headsets—see
the next section!, and sound conduction through the body
limits the effectiveness of the helmet~which treats only the
head and ear canal!. Thus, reductions at gradient noise fre-
quencies beyond those demonstrated here will require reduc-
ing noise reaching the subject’s body as well as the head and
ear canal.

One way to achieve further noise reduction would be to
enclose the entire subject in sound-attenuating material—a
logical extension of the helmet. The idea is that the subject
would lie in a sound-attenuating enclosure during imaging.
The enclosure would contain integral ventilation, monitor-
ing, and communication equipment. In fact, using the enclo-
sure might be more expedient for imaging purposes than
fitting a subject with a helmet. If the enclosure were double-
walled, the attenuation provided might be increased further
by drawing a vacuum between the inner and outer walls and
isolating the inner wall mechanically from the outer wall,
perhaps with active vibration isolation mounts. The attenua-
tion provided by such an enclosure used with earmuffs and
earplugs would presumably be greater than that provided by
the helmet/earmuff/earplug combination because the enclo-
sure, unlike the helmet, would reduce transmission to the
body as well as the head.

An alternative to the enclosure just described is to
modify the imager to reduce noise transmission from the
gradient coils to the subject~Raviczet al., 1999, 2000!. The
feasibility of this approach was demonstrated in a prelimi-
nary experiment which showed that lining the imager patient
tube ~in which the subject lies! with acoustic barrier–foam
composite reduced gradient noise levels in the imager by
approximately 12 dB~Ravicz et al., 1999!. This represents
only a simple imager treatment; further reductions should be
possible with additional treatment.

2. Pump and air-handling noise

Even with the helmet/earmuff/earplug combination, the
ear canal was probably still the dominant sound conduction
route in the frequency range of the pump and air-handling
noise~< 500 Hz; see Sec. III E 3!, so additional reduction in
the noise heard at these frequencies should be achievable by
further reducing sound conducted along the ear canal. Addi-
tional reduction should be achievable by inserting the ear-
plugs more deeply into the ear canal than they were in this

study ~e.g., Berger, 1983!. A second approach for achieving
further reductions is active noise reduction~ANR or ‘‘active
cancellation’’!, which involves generating an inverted copy
of the noise waveform and introducing it at or near the ear to
interfere destructively with the noise~e.g., Elliott and Nel-
son, 1993!. ANR can typically provide 10–20 dB of attenu-
ation at low frequencies when applied in a small volume
such as that under an earmuff~e.g., Casali and Berger, 1996;
McKinley et al., 1996!, and ANR systems have been devel-
oped for MRI applications~Goldmanet al., 1989; Plaet al.,
1995; Palmer, 1998!. It is unlikely that substantial additional
reductions can be achieved through design improvements to
earmuffs or earplugs because the technology of these devices
is relatively mature. In fact, most commercially available
earmuffs and earplugs provide nearly as much attenuation as
experimental devices optimized for noise reduction~at the
expense of comfort or practicality—Zwislocki, 1957; Berger,
1983!. Of course, the enclosure described in the previous
section for reducing gradient noise would also presumably
reduce pump and air-handling noise.

D. Noise reduction during imaging versus other high-
noise situations

Because the imaging environment has different demands
of noise reduction than most industrial environments, more
noise reduction options are available during fMRI. For most
industrial environments, earmuffs or earplugs may be the
only acceptable options for noise reduction because:~1! any
noise attenuation devices must be comfortable to wear for a
work shift; ~2! the devices cannot limit the worker’s mobil-
ity; and ~3! noise attenuation must not be so high that a
worker’s awareness of his/her surroundings and ability to
communicate are impaired. In contrast, for fMRI~1! noise
attenuation devices need be comfortable only for the dura-
tion of the imaging experiment~e.g., 1–3 h!; ~2! the subject
is immobile, so any contraints that mobility places on de-
vices are not applicable; and~3! maintaining the subject’s
awareness of his/her surroundings is less important~in fact,
some subjects may be more comfortable if they are less
aware of their surroundings!, and communication can be
maintained through a headset~e.g., Savoyet al., 1999!.
Hence, for noise reduction during imaging, the emphasis can
be more on maximal noise isolation without the compro-
mises for comfort, mobility, awareness, and communication
required in industrial environments. People exposed to high
noise levels in other environments in which the constraints
listed above do not apply may benefit from the noise reduc-
tion techniques discussed in this paper.

E. Predicted imager noise levels experienced by
subjects

Our attenuation data can be combined with measure-
ments of fMRI noise levels to estimate the effective noise
levels experienced by subjects wearing various combinations
of isolation devices. Estimates for a given device combina-
tion were obtained by subtracting the measured subjective
attenuations to 1.5- and 3-T imager noise for the device com-
bination from gradient noise levels measured in 1.5- and 3-T
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imagers, respectively. With no isolation, gradient noise lev-
els were 115 dB SPL in the 1.5-T imager and 131 dB SPL in
the 3-T imager~Fig. 10; Raviczet al., 2000!.21 With the
combination of the helmet, earmuffs, and earplugs, we esti-
mate that the effective gradient noise levels experienced by a
subject would be reduced to approximately 58 dB SPL in the
1.5-T imager and 68 dB SPL in the 3-T imager. If, in addi-
tion, the imager patient tube is lined with acoustic barrier–
foam composite~such as that used for helmet construction;
Ravicz et al., 1999!, effective gradient noise levels may be
reduced further to 46–56 dB SPL for the 1.5- and 3-T im-
ager, respectively.22

Two important points are illustrated by Fig. 10:~1! Sub-
stantial reductions in the noise levels experienced by subjects
can be achieved using a combination of conventional hearing
protection devices and other devices~such as the helmet! that
isolate subjects from the imager noise.~2! Even if all of the
isolation methods described in this paper are used simulta-
neously, imager noise levels will still be well within the au-
dible range. Achieving quiet experimental conditions during
fMRI may require that less noise be produced by the imager.

V. SUMMARY AND CONCLUSIONS

~1! Even when earmuffs and earplugs are used together
to reduce acoustic noise levels during fMRI, the levels are
high enough to interfere with investigations of the central
auditory system.

~2! We determined that further reductions in imager
noise can be achieved using a helmet enclosing the head, in
addition to earmuffs and earplugs. In the frequency range of
the most intense imager noise~i.e., gradient noise!, the at-
tenuation provided by earmuffs and earplugs is limited by
sound conduction through the head. The helmet can be used
to overcome this limit because it shields the head as well as
the ear canal from sound.

~3! When a helmet, earmuffs, and earplugs are used to-
gether, the remaining gradient noise heard by a subject is
conducted mainly through the body. This indicates that the

level of noise experienced by a subject could be reduced
even further by shielding the entire body from the surround-
ing noise field.

~4! Using a combination of attenuation techniques, it is
possible to bring the conditions during fMRI substantially
closer to the quiet conditions more typical of physiological
and psychophysical studies of hearing.
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1These were General Electric imagers outfitted for echo-planar imaging by
ANMR, Inc.

2In this paper we consider sound conduction through the head separately
from sound conduction through the rest of the body.

3The ratings are similar because both composites used for the helmets con-
tain the same barrier layer~and the barrier layer, rather than foam layer~s!,
primarily determines attenuation!. The heavy vinyl barrier layer in the com-
posites provides an impedance mismatch that reduces sound transmission.
The foam layer mechanically decouples the barrier layer from surfaces
touching the composite.

4We located the sound source at 90° because we had no access to a suitable
reverberant room@as specified in ANSI S12.6~1996!#. The results we ob-
tained for earmuffs and earplugs were similar to those obtained by others in
reverberant rooms~e.g., Bergeret al., 1998!—see Sec. III. Since our ex-
periments compared noise reduction devices rather than rating the perfor-
mance of any one device, and since the experimental conditions did not
change between measurements with different devices or combinations of
devices, our conclusions should be unaffected by the discrepancy between
our measurement conditions and those specified in ANSI S12.6.

5This experimental configuration was used so that objective and subjective
attenuations would reflect sound reaching the same ear@i.e., the subject’s
left in Fig. 3~A!# for no isolation @Fig. 3~A!#, earplugs@Fig. 3~B!#, or
earmuffs@Fig. 3~C!#. Sound-pressure measurements were always made in
the ear canal closest to the loudspeaker. We assumed that behavioral
thresholds would be indicative of the levels of sound reaching the cochlea
closest to the loudspeaker for the ‘‘no isolation,’’ ‘‘earmuff,’’ and ‘‘ear-
plug’’ configurations because~a! the ear furthest from the loudspeaker was
‘‘shadowed’’ by the head over the frequency range of our threshold mea-
surements~e.g., by 3–6 dB at 500 Hz, 9–12 dB at 2 kHz—Feddersen
et al., 1957; Shaw, 1966, 1974!; ~b! for ‘‘no isolation’’ or ‘‘earmuffs,’’
more sound attenuation material was present on the ear furthest from the
loudspeaker, and~c! the ear canal was the dominant sound conduction route
to the cochlea~Sec. III A!. ~See Sec. II E for a discussion of the situation
when the ear canal is not the dominant route.!

6In all cases, the earplug expanded to form a tight seal between the outer
probe tube wall and the earplug.

7Though a ‘‘deep’’ earplug insertion~Berger, 1983, 1986b! may have been
more appropriate for studies of conduction routes at low frequencies~i.e.,
< 500 Hz! because more attenuation could be achieved, the differences in
attenuation between a partial, standard, and deep insertion were expected to
be small in the frequency range of gradient noise~1 kHz and above!,
especially when used in combination with earmuffs~Berger, 1983!.

FIG. 10. Effective gradient noise levels experienced by subjects during
fMRI in 1.5-T and 3-T imagers~squares and triangles, respectively!. The
levels shown were measured directly~no isolation! or computed for various
devices or combinations of devices~filled symbols!. Also shown are esti-
mated noise levels for the helmet/earmuff/earplug combination with the im-
ager patient tube lined with acoustic barrier–foam composite~open sym-
bols!.
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8We chose these stimuli to provide the most direct test of the attenuation of
imager noise. They differ from the stimuli specified for use in assessing the
attenuation of hearing protection devices~i.e., octave or 1/3 octave band
noise; ANSI S12.6—1997!. An alternative approach in keeping with stan-
dard procedures would have been to~a! measure the attenuation with stan-
dard stimuli, and~b! infer the attenuation of imager noise from these mea-
surements and the noise spectrum. The similarity of our earmuff and
earplug results to those obtained with standard stimuli suggests that the two
methods are equivalent in our case~see Sec. III B!.

9This masking is one manifestation of the ‘‘occlusion effect’’ described in
the audiological literature~e.g., Goldstein and Newman, 1994!. The occlu-
sion effect refers to the observation that the sound pressure within the ear
canal generated by vibration of the ear canal walls increases when the ear
canal is occluded~e.g., Goldstein and Hayes, 1965; Schroeter and Poesselt,
1986!. Causes of ear-canal wall vibration include physiological processes
~e.g., Berger and Kerivan, 1983! or externally applied sound or vibrations
conducted through the head~e.g., Khannaet al., 1976!.

10The objective attenuation curves throughout this paper have been interpo-
lated above 1 kHz from the linear frequency spacing of the stimulus chirp
~12 Hz! to a logarithmic frequency spacing~15 pts./octave!.

11The objective attenuations used for these comparisons were calculated as
follows. First, for each studied ear, the objective attenuation data were
interpolated as described in Footnote 10. The attenuation at a given fre-
quency was the geometric mean of three points on the interpolated curve,
centered at the frequency of interest. The attenuations calculated in this
way for each studied ear were then averaged, yielding a mean and standard
deviation of the objective attenuation that was then compared with subjec-
tive attenuation.

12Note that most of these studies measured subjective attenuation using
third-octave-band noise rather than tone bursts as we did. The use of tone
pulses~longer in duration and with longer rise/fall times than our tone
bursts! rather than noise was shown in one set of studies to overestimate
broadband attenuation by 2–4 dB~Waugh, 1974, 1984; Berger, 1986b!.
However, another study showed that pure tones on average underestimated
the attenuation of earmuffs by 2.1 dB at 500 Hz and above~Casaliet al.,
1995!. These over- or underestimations are in almost every case less than
the standard deviations in our measurements.

13Khannaet al. ~1976! reached a similar conclusion in experiments exam-
ining conduction through the head to the ear canal, middle ear, and co-
chlea. They delivered vibratory stimuli to two subjects’ foreheads and
determined the level and phase of an acoustic stimulus required to cancel
the subject’s perception of the vibratory stimulus. They concluded that
conduction through the head to the middle ear and cochlea became domi-
nant above 3 kHz. In addition, they argued that the frequency range of
Carhart’s notch~a decrease in clinical bone conduction sensitivity in cases
of otosclerotic fixation of the stapes that is most significant between 1 and
2 kHz; e.g., Robinette, 1994! indicates that conduction to the middle ear is
negligible above 2 kHz.

14Sources of interaction between earmuffs and earplugs that have been pro-
posed are~1! an increase in sound pressure lateral to earplugs due to an
increase in the ear canal radiation impedance by earmuffs;~2! an increase
in sound pressure medial to earmuffs due to an increase in the ear canal
input impedance by earplugs~see Schroeter and Poesselt, 1986!; and ~3!
vibrational coupling through the tissue lining the ear canal~Shaw, 1982!.
To our knowledge, no definitive evidence exists that there is an interaction
between earmuffs and earplugs, and evidence in the present study indi-
cates that any interaction is negligible at 500 Hz and below~see Footnote
15!. We anticipate that any interaction at higher frequencies would not be
important for the following reasons:~1! The magnitude of the radiation
impedance is comparable to the impedance of the volume under earmuffs
above about 1 kHz~Schroeter and Poesselt, 1986!; ~2! the volume occu-
pied by an earplug is only a few percent of the total volume under ear-
muffs; and~3! as frequency increases, the mass of the tissue lining the ear
canal should limit its vibration.~This last point is supported by the fact
that the occlusion effect decreases to near zero above about 1.5 kHz.!

15The fact that the objective attenuation for the earmuff/earplug combination
does not differ significantly from the sum of the earmuff and earplug
objective attenuations below 500 Hz also indicates that any interaction
between earmuffs and earplugs is negligible in this frequency range.

16Note that Berger’s ‘‘bone conduction limit’’ applies to sound conducted
from air to the head, as opposed to the bone conduction commonly re-
ferred to by clinicians, which applies to vibrations coupled to the head
mechanically~e.g., Dirks, 1994!.

17Results similar to Berger’s were obtained by Schroeter and Poesselt~1986!

in unoccluded ears~‘‘MAFB–MAF’’ ! using large-volume earmuffs in
concert with active noise reduction at low frequencies and foam earplugs
at high frequencies.

18No subjective attenuation data were taken with the helmet alone because
the ventilation air produced a masking noise. This noise could not be heard
by subjects wearing earmuffs or earplugs, so it was not a problem for
measurements of subjective attenuations for the helmet/earmuff or helmet/
earmuff/earplug combinations.

19Again, we assume that interactions between devices are negligible.
20The contribution of sound conduction through the head may be overesti-

mated in the case where no isolation is used, due to the occlusion effect
~see Footnote 9!, because sound conduction through the head was deter-
mined from measurements with the ear canal occluded. For sound con-
ducted from a free field, the magnitude of the occlusion effect~measured
behaviorally! is about 5–10 dB at 1–1.25 kHz and negligible at 1.6 kHz
and above~though as high as 20–25 dB at low frequencies; ‘‘subjective
OE,’’ Schroeter and Poesselt, 1986!. The magnitude of the occlusion ef-
fect is similar for earmuffs and for earplugs inserted only into the carti-
laginous ear canal, as ours were~Berger and Kerivan, 1983; Schroeter and
Poesselt, 1986!. For simplicity, we have chosen to use the same value of
sound conduction through the head for both the open and occluded cases.
Because all other configurations shown include earmuffs and/or earplugs,
the occlusion effect is taken into account.

21The levels given are time-average levels calculated over a 10-ms window
that included the peak in the gradient noise. These levels~115 dB for 1.5
T, 131 dB for 3 T! are unweighted and change by less than 1 dB if an A-
or C-frequency weighting is applied.~These weightings account for the
frequency dependence of human equal-loudness curves, e.g., Earshen,
1986.!

22This assumes that the 12-dB reduction in noise achieved by lining the
patient tube would add to the attenuation provided by the helmet/earmuff/
earplug combination.
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The zone of local control around a ‘‘virtual energy density sensor’’ is compared with that offered
by an actual energy density sensor, a single microphone, and a virtual microphone. Intended as an
introduction to the concept of forward difference prediction and a precursor to evaluating the virtual
sensor control algorithms in damped enclosures, this paper investigates an idealized scenario of a
single primary sound source in a free-field environment. An analytical model is used to predict the
performance of the virtual error sensors and compare their control performance with their physical
counterparts. The model is then experimentally validated. The model shows that in general the
virtual energy density sensor outperforms the actual energy density sensor, the actual microphone,
and the virtual microphone in terms of centering a practically sized zone of local control around an
observer who is remotely located from any physical sensors. However, in practice, the virtual sensor
algorithms are shown to be sensitive~by varying degrees! to short wavelength spatial pressure
variations of the primary and secondary sound fields. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1326950#

PACS numbers: 43.50.Ki@CBB#

I. INTRODUCTION

The simplest strategy for active noise control within an
enclosure is to minimize the squared pressure at a single
microphone location by means of a secondary control source.
However, the zone where the noise attenuation is evident
may be so small and limited to the immediate vicinity of the
error sensor, that a nearby observer may not perceive any
improvement in noise reduction@Fig. 1~a!#.

However, energy density is more spatially uniform than
squared pressure and can also be measured at single loca-
tions. In numerical simulations, Sommerfeldt and Nashif
~1991! found that minimizing the energy density at a discrete
location significantly outperformed the minimization of
squared pressures in terms of the size of the attenuation zone
around the error sensor. Total energy density, which is the
summation of kinetic energy density and potential energy
density, can be easily calculated via the measurement of par-
ticle velocity ~proportional to the acoustic pressure gradient!
and pressure. Elliott and Garcia-Bonito~1995! and Garcia-
Bonito and Elliott ~1995! demonstrated that in a diffuse
sound field, minimizing both the pressure and pressure gra-
dient along one axis rather than simply pressure, resulted in a
significant increase in the size of the 10-dB ‘‘zone of quiet.’’

Nashif ~1992! applied the principle of energy density
minimization to a one-dimensional enclosure, also demon-
strating that the use of an energy density sensor can over-
come the observability difficulties~such as pressure nodes!
that are inherent in the use of microphones as error sensors in
active noise control systems. Since a phase difference of 90°
exists between the velocity nodes and pressure nodes of any
enclosure resonance, the weighted summation of pressure
and velocity are much more spatially uniform. Parkins
~1998! extended the work to a three-dimensional enclosure,
verifying the previous findings.

Remotely placed energy density sensors used for active
noise control can extend the zone of local control sufficiently
to encompass a nearby head, but the size of the zone is

frequency dependent on the maximum attenuation still oc-
curring at the sensor location@Fig. 1~b!#.

An alternative approach has been to move the location
of maximum attenuation away from the error sensor by using
a ‘‘virtual microphone.’’ This involves estimating the cost
function at some desired location~the occupant’s head! via a
remotely placed physical microphone@Fig. 2~a!#. Garcia-
Bonito et al. ~1996! and Garcia-Bonitoet al. ~1997! modi-
fied the pressure measured from an error sensor to estimate
the pressure at a nearby desired~virtual! location. They state
that at low frequencies the spatial rate of pressure change due
to the primary field is small enough to assume that the pri-
mary source pressure component is the same at both the vir-
tual and actual location. Close to the secondary sound source
the actual sensor and the virtual error sensor to secondary
source transfer impedance functions are significantly differ-
ent. The prior measurement of this difference can then be
used as an operator on the actual error signal to estimate the
pressure at the virtual location. Rafaelyet al. ~1999! showed
that this principle could also be applied to the active control
of broadband noise. However, in enclosures, higher-order
modes may significantly affect the spatial rate of pressure
change, even over relatively small distances with respect to
wavelength. Therefore, the assumption that the primary
source pressure component is the same at both the actual and
virtual error sensor locations may not be accurate. It is also
possible that any movement within the vicinity of the sensors
will significantly alter the impedance transfer functions.
Carme and De Man~1998! also used a virtual microphone to
improve the performance of a pair of ANC ear defenders
using the same transfer function prediction techniques devel-
oped by Garcia-Bonitoet al. ~1997!. However, while im-
proving the performance of a pair of ear defenders they still
restrict the occupant to the use of ear defenders and all of the
problems associated with them.

Using the development of a new virtual microphone ex-
trapolation technique~different to that described earlier! and
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combining the benefits of an energy density sensor, the study
described here investigates the use of a ‘‘virtual energy den-
sity sensor’’ to improve the zone of localized noise attenua-
tion offered by existing active control systems@Fig. 2~b!#.

While a virtual microphone may be capable of placing a
very high level of attenuation at the observer location, the
zone may be impractically small and would not allow for any
head movement. It will therefore be shown that it is not only
possible to extend the zone of quiet around an observer be-
yond that offered by either the virtual microphone technique
or remotely placed energy density sensors, but to also track
any movement of an observer and thus continue to place the
center of maximum noise attenuation at his or her location
~Fig. 3!.

The final objective of the research is to develop a non-
intrusive virtual error sensor for use in a highly damped en-
closure such as a light aircraft cabin. To fully investigate the
concept and its limitations, the virtual sensors are initially
evaluated analytically under the ideal condition of a single
tonal noise source in a free-field environment. Future re-
search shall extend the system complexity to reactive enclo-
sures so that it is applicable to a light aircraft cabin.

II. THEORY

In practical applications of active noise control it is not
always possible to locate an error sensor at the desired con-
trol location, usually the observer’s head. Transducers lo-
cated immediately adjacent to the ears may be even more
restrictive than the use of personal hearing protection. How-
ever, moving the error sensor away from the desired control
location often leads to very poor local control at the observer
location. The virtual microphone sensor developed by
Garcia-Bonitoet al. ~1996! predicts the pressure at the ob-
server’s head but requires measuring the secondary source to
virtual microphone pressure transfer function prior to imple-

menting a control algorithm. The modified squared pressure
cost function also tends to produce a small zone of local
control.

An alternative approach to the Garcia-Bonitoet al.
~1996! transfer function based virtual microphone is to use
forward difference extrapolation~Fig. 4!. The sound pressure
at the observer~virtual microphone! location is estimated in
real time by extrapolating the signal from remotely placed
microphones. This eliminates the need for the prior measure-
ment of the complex acoustic transfer impedance function
and allows the prediction technique to adapt to any physical
system changes such as head movement or any other mecha-
nism that may alter the error sensor to control source com-
plex acoustic transfer impedance function.

The theory for a first-order~two-microphone! and a
second-order~three-microphone! forward difference extrapo-
lation virtual microphone will now be derived. The same
approach will be extended to a first-order~two-microphone!
and a second-order~three-microphone! virtual energy den-
sity sensor with the intention of achieving a broader zone of
local control to allow a practical amount of comfortable head
movement.

A. Virtual microphone

The spatial rate of change of the sound pressure between
relatively closely spaced locations~in terms of wavelength!
in free space, in a duct, or in an enclosure will be small and
hence predictable. By fitting either a straight line or a curve
between pressures measured at fixed locations, the pressures
at other locations may be estimated by either interpolation or
extrapolation. Since in this research it is intended that an
observer is to be remote from the physical sensors, rather
than between them, the following equations are extrapolation
based.

FIG. 1. A schematic representation of the local region
of control that may occur around either a single micro-
phone error sensor or an energy density error sensor.~a!
A single microphone error sensor,~b! an energy density
cost function.

FIG. 2. A schematic representation of the region of
control that may occur by estimating a cost function at
the observer location. The ghosted sensors represent the
‘‘virtual sensor’’ location.
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1. Two-microphone first-order pressure prediction

Figure 4~a! illustrates that the pressure at locationx can
be approximated by the first-order finite difference estimate
(p5(dp/dx)x1c, wheredp/dx is constant! from two re-
mote microphones, separated by a distance of 2h by measur-
ing pressuresp1 andp2 , respectively, at the two microphone
locations as follows:

px5
~p22p1!

2h
x1p2 . ~1!

To maintain consistency when comparing this method to the
three-microphone second-order method~discussed later!, 2h
is chosen as a separation distance.

If x50, or if x522h, then Eq.~1! reduces topx5p2 or
p1 , respectively, as expected. But more practically, if the
separation distancex between the observer and the nearest
transducer is equal to1h then Eq.~1! reduces to

px5
p22p1

2
1p25

1

2
~3p22p1!; ~2!

if the separation distance is increased tox52h then,

px52p22p1 . ~3!

2. Three-microphone second-order pressure
prediction

The use of a third intermediately placed microphone al-
lows an estimation of the rate of change of the pressure gra-
dient, which enables a greater prediction accuracy@Fig.
4~b!#. This second-order approximation, whered2p/dx2 is
assumed constant~a constant rate of pressure gradient
change!, can be integrated to determine the relationship be-
tween the pressure (px) at the virtual location~x! and the
pressures measured at the three actual microphone locations
p1 , p2, andp3 as follows:

px5E E d2p

dx2 •~dx!~dx!

5E E k1•~dx!~dx!

5E ~k1x1k2!•~dx!5
k1x2

2
1k2x1k3 . ~4!

The constants of integrationk1 , k2 , andk3 can be found by
applying Eq.~4! to the pressure and location of each of the
three microphones atx350, x252h, andx1522h; thus,

p35k3 ,

p25
k1

2
h22k2h1k3 , ~5!

p152k1h22k2h1k3 .

Solving the equations allows the value for each of these con-
stants to be calculated. When substituted into Eq.~4! this
yields

px5S p122p21p3

h2 D x2

2
1S p124p213p3

2h D x1p3 . ~6!

Collecting like terms to calculate the weighting factors for
each actual microphone~which is more practical for hard-
ware design!, results in the pressure at locationx being ex-
pressed as

px5
x~x1h!

2h2 p11
x~x12h!

2h2 p21
~x12h!~x1h!

2h2 p3 .

~7!

Once again, in order to confirm the equation, ifx50, or, x
52h or x522h, then Eq.~7! reduces topx5p3 , p2 , or
p1 , respectively.

If x51h, then Eq.~7! reduces to

px5p123p213p35p113~p32p2!. ~8!

If x52h, then Eq.~7! reduces to

px53p128p216p35p122~p22p1!16~p32p2!.
~9!

FIG. 3. The concept of movement tracking.

FIG. 4. Forward difference prediction.~a! First-order forward prediction,~b!
second-order forward prediction.
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In the next section this forward prediction approach is
adapted to derive a virtual energy density sensor, with the
aim of achieving broad zones of reduced noise centered
around the head of the observer.

B. Virtual energy density sensor

Using the same forward difference prediction method as
introduced in the previous section, the pressure gradient at
some point located away from the sensing microphones may
also be estimated and this can be used to derive the equations
to define a first and second-order ‘‘virtual energy density
sensor.’’

1. Two-microphone first-order prediction

For the two-microphone sensor shown in Fig. 4~a!, the
best estimate of pressure at a distancex from the second
microphone is given by Eq.~1!, i.e., px5((p22p1)/2h)x
1p2 , and the particle velocity is obtained from the best
estimate of the pressure gradient given by

dp

dx
5

p22p1

2h
. ~10!

Euler’s equation relates particle velocity to spatial pressure
gradient with the general relationship

dp

dx
52r

dv
dt

, ~11!

which for monotone sound fields reduces to

v52
1

j vr

dp

dx
. ~12!

Therefore, at any given frequencyv ~radians/s!, the particle
velocity estimate for a two-microphone sensor is obtained by
multiplying the pressure gradient in Eq.~10! by 21/j rv,
i.e.,

vx52
1

j rv S dp

dxD5
p22p1

j 2hrv
. ~13!

The instantaneous energy density@Nashif and Sommerfeldt
~1992!#, which is the sum of instantaneous potential and ki-
netic energy density at a pointx, is given as

EDx
5

px
2

2rc
1

rvx
2

2
5

1

2rc2 @px
21r2c2vx

2#. ~14!

It should be noted that the terms outside of the square brack-
ets equally weight both the pressure and the velocity. The
terms inside the square brackets define the relative magni-
tude of the pressure and velocity components and must there-
fore be accurately incorporated in the design of any energy
density sensor.

Substituting the pressure@Eq. ~1!# and velocity @Eq.
~13!# estimates into Eq.~14! and simplifying withk5v/c,
an estimate for the energy density at some virtual location~x!
in terms of the sound pressures at the two microphones is
obtained,

EDx
5

1

2rc2 F S ~p22p1!

2h
x1p2D 2

1r2c2S p22p1

j 2hrv D 2G
5

1

2rc2 F S 11
x

2hD 2

p2
22

x

h S 11
x

2hD p1p2

1S x

2hD 2

p1
22

1

~2hk!2 ~p2
222p1p21p1

2!G . ~15!

For a separation distance between the nearest transducer and
the observer ofx50 this reduces to

EDx
5

1

2rc2 Fp2
22

1

~2hk!2 ~p2
222p1p21p1

2!G , ~16!

or for x5h,

EDx
5

1

2rc2 F S S 3

2D 2

p22S 3

2D p1p21S 1

4D p1
2D

2
1

~2hk!2 ~p2
222p1p21p1

2!G , ~17!

or if x52h,

EDx
5

1

2rc2 F4p224p1p21p1
22

1

~2hk!2 (p2
222p1p21p1

2)G .
~18!

2. Three-microphone second-order prediction

For the three-microphone sensor shown in Fig. 4~b!, the
pressure gradient estimate is obtained by differentiating the
pressure estimate shown in Eq.~6!, i.e.,

dp

dx
5

d

dx F S p122p21p3

h2 D x2

2
1S p124p213p3

2h D x1p3G
5F S p122p21p3

h2 D x1S p124p213p3

2h D G
5

1

h2 F2x1h

2
p12~2x12h!p21

2x13h

2
p3G . ~19!

In the same manner as the two-microphone method, the par-
ticle velocity estimate for the three-microphone sensor is ob-
tained by multiplying the pressure gradient in Eq.~19! by
1/j rv. This can then be substituted into Eq.~14! along with
the virtual pressure estimate@Eq. ~7!#, to estimate the virtual
energy density@Eq. ~20!#.

EDx
5

1

2rc2 F S x~x1h!

2h2 p11
x~x12h!

2h2 p2

1
~x12h!~x1h!

2h2 p3D 2

1r2c2S 1

j rvh2 S 2x1h

2
p12~2x12h!p2

1
2x13h

2
p3D D 2G

5
1

2rc2 F S x~x1h!

2h2 p11
x~x12h!

2h2 p2
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1
~x12h!~x1h!

2h2 p3D 2

2
1

k2 S 2x1h

2h2 p12
2x12h

h2 p21
2x13h

2h2 p3D 2G .
~20!

This may also be customized for various set distances ofx in
terms ofh.

C. Higher-order prediction methods

From Eq. ~1! and Fig. 4~a! it is evident that the two-
sensor prediction method is fundamentally based on the as-
sumption of a constant pressure gradient between the sensor
locations and the observer, or that the estimate has a constant
first-order derivative. The two-microphone forward differ-
ence prediction method is therefore described as a ‘‘first-
order’’ estimate. In the three-sensor prediction method@Eq.
~7! and Fig. 4~a!#, it is assumed that the pressure gradient
changes at a constant rate, or that thesecond-order derivative
is constant. Three sensor forward difference predictions are
therefore termed ‘‘second-order’’ estimates. From Figs. 4~a!
and~b!, it can be seen that the second-order method is theo-
retically more accurate than the first-order method at defin-
ing a waveform that is remote from the sensors. This indi-
cates that the theoretical prediction accuracy increases with
the order of the prediction method. In fact, any waveform
( f (x)) can be explicitly defined by a Taylor series expan-
sion,

f ~x1h!5 f ~x!1h• f 8~x!1
h2

2!
f 9~0!1

h3

3!
f-~0!1¯ .

~21!

While Eq. ~21! has an infinite number of terms, it can be
estimated by usingn terms in the following equation:

f ~x1h!5 f ~x!1h• f 8~x!1
h2

2!
f 9~0!1

h3

3!
f-~0!

1¯

hn

n!
f ~n!~0!. ~22!

Introducing higher-order terms to theoretically improve the
accuracy of a cost function estimate at the observer location
will require that the number of sensors proportionally in-
crease ton11. However, this theory does not consider any
practical issues associated with implementation that may ad-
versely affect the prediction accuracy. Therefore, in the
chapters that follow, only first- and second-order virtual error
sensors shall be evaluated and compared, in order to observe
the practical benefits of using higher-order terms in the esti-
mation of the cost function at the observer location.

D. Movement tracking

The first- and second-order methods of forward differ-
ence prediction presented in the previous sections all depend
on the measurement of pressure from physical sensors placed
at some distancex from the observer. It therefore follows
that if a varying separation distance were measured~via an

ultrasonic sensor for example!, then the prediction algorithm
could be continually updated to effectively make the sound
field minimum follow the observer. Although only a fixed
virtual location is considered here, tracking an observer’s
head movement may provide the basis of future research.

III. METHOD

The system investigated consisted of a single frequency
primary noise source located in a free field. Twenty-one
measurement locations were chosen 2 m away, along a 0.5-m
length at intervals of 25 mm~referred to ash! and the control

FIG. 5. A schematic diagram of the modeled system.

FIG. 6. The experimental configuration in the anechoic chamber.~a! The
primary sound source and the measurement microphone,~b! the two sec-
ondary sound sources and the measurement microphone~foreground!.
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noise sources~control speakers! were positioned at 4.5 and 5
m from the primary source~Fig. 5!. The system was initially
modeled and then the results were experimentally validated.

A. The model

The system was modeled with the primary and control
sources represented as point monopoles with a spherical
pressure amplitude radiation pattern@Hansen and Snyder
~1997!#, which is defined by

pr5
j vr0qe2 jkr

4pr
, ~23!

wherep is the pressure amplitude measured at a distancer
from the source,v is the rotational frequency,r0 is the air
density,q is the source signal strength, andk is the wave
number.

The primary sound field was initially modeled and trans-
fer functions were obtained between the sound pressure cal-
culated at each source location and the sound pressure cal-
culated at each of the 21 measurement locations. These
locations were at 25-mm intervals~h! along a 0.5-m length, 2
m from the nearest source~Fig. 5!. The procedure was re-
peated for each individually modeled control source sound
field. The relevant cost functions at the error sensor location
were then minimized via quadratic optimization.

B. The experiment

The physical system~representative of the previously
discussed model! consisted of a single frequency primary
noise source located in an anechoic chamber. The location of
the measurement sensors and the 150-mm diameter enclosed
primary source and control source speakers were identical to
those locations used in the model~Fig. 6!.

In each experiment, while only the primary noise source
was driven with broadband random noise, transfer functions
were measured between the signal from a microphone in the
rear chamber of the primary noise source and the signal from
the measurement microphone at each of the 21 locations.

The procedure was repeated for each individually driven
control source. To allow a direct comparison between the
active noise control results from each model and its respec-
tive experiment and to eliminate any further differences that
may be associated with the performance of a practical ANC
controller, the cost functions in the experiment~either from
the physical sensors or the virtual sensors! were also mini-
mized via quadratic optimization.

In theory, infinite attenuation may be achieved at an er-
ror sensor when using quadratic optimization. In practice,
active noise control systems would have inherent errors that
would limit the amount of noise attenuation that could be
achieved. Therefore, to force the optimization results to a
more realistic magnitude and emulate the uncertainty that
occurs in practice, transfer function errors were incorporated
into the control algorithm limiting the amount of control to
less than 40 dB.

C. The number of control sources

To control pressure at a single location only requires one
control source; additional sources are redundant@Fig. 7~a!#.
In a single control source system, however, there is little
advantage in trying to minimize energy density if one is
trying to activate local control@Cazzolato~1999!#. Attempts
to minimize the pressure gradient can result in a local sound
pressure increase. Using the free-field model data as an ex-
ample, Fig. 7~b! shows that while the control source magni-
tude and phase~with respect to the primary noise source! can
be optimized to produce a zero pressure gradient between the
two sensors, it is at the expense of constructive wave sum-
mation that results in an increase in the sound pressure level
throughout the region of interest.

Therefore, to effectively minimize energy density, the
independent control of pressure and pressure gradient~i.e.,
independent control of pressure at two locations! requires the
use of a second control source.

Minimizing energy density in a two-control source and
two-sensor system, is the result of minimizing the acoustic

FIG. 7. Comparing the pressure minimization at a single location with energy density control using only one control source. The vertical line is the observer
~desired control! location and the physical sensor locations are shown with a circle.~a! A single microphone error sensor, with increasing separation distances
from the observer,~b! energy density control, with increasing separation distances from the observer.
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pressure gradient between the two sensors and the mean
acoustic pressure measured between them@Eq. ~14!#. In the
idealized systems considered here, where it is possible to
equally minimize the signal from the two sensors, energy
density control estimated via two microphones@Fig. 8~a!# is
identical to simply minimizing the pressures at the two-
microphone locations@Fig. 8~b!#. Practical systems would
have more complex wave interaction and inherent errors and
it is therefore unlikely that both pressures would be signifi-
cantly equally minimized while the pressure gradient is also
minimized. In a first-order virtual energy density sensor the
pressure gradient is assumed to be spatially constant, i.e., the
same at the sensor and observer locations~Fig. 4!. Because
the pressure at the virtual location is also at a minimum when
the the two error sensor pressures are at a minimum@Eq.
~1!#, first-order virtual energy density control@Fig. 8~a!# will
be identical to minimizing the energy density at the sensor
location @Fig. 8~b!# or the pressure at the two error sensor
locations@Fig. 8~c!#.

A second-order system that involves estimating the re-

mote pressure and pressure gradient with three sensors re-
sults in a more accurate prediction of both pressure and pres-
sure gradient~in the absence of noise!. The pressure at the
observer location is estimated by extrapolating the pressure
profile from three sensors and the pressure gradient is no
longer considered constant, but assumed to have a constant
rate of change. The use of only two control sources, how-
ever, is still pertinent since~in these examples! the energy
density has two independent contributors; namely pressure
and pressure gradient.

In the examples that follow, the use of a single control
source will therefore be limited to observing the acoustic
pressure minimization via a single microphone, a first-order
virtual microphone, and a second-order virtual microphone.
Energy density minimization~identical to two-point pressure
control and first-order virtual energy density control! and
second-order virtual energy density control will be evaluated
with two control sources.

At system excitation frequencies of 100 and 400 Hz, the
performance of the following error sensors, with increasing

FIG. 8. A comparison of the primary and controlled sound pressure levels for first-order virtual energy density control at the observer location, first-order
energy density control at the sensors, and minimizing the acoustic pressure at the two error sensors. There are two control sources and a primary noisetone
at 100 Hz. The vertical line is the observer~desired control! location and the physical sensor location is shown with a circle. The minima are shown between
two of these in each case.~a! First-order virtual energy density minimization at the observer location,~b! energy density control at the sensors,~c! pressure
minimization at the two sensors.
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separation distances between the physical sensors and the
observer, are compared and discussed:

~1! A single microphone,
~2! A first-order virtual microphone,
~3! A second-order virtual microphone,
~4! First-order virtual energy density control~or two-point

pressure minimization or energy density control!, and

~5! second-order virtual energy density.

IV. RESULTS

A. Control of a 100-Hz sinusoidal wave

Figure 9 shows the results that are obtained when con-
trolling a 100-Hz monotone in both the free-field model and

FIG. 9. A 100-Hz primary sound source controlled via one control source. Measured along a 0.5-m length in an anechoic chamber, the actual sensors are
marked with a circle and the observer location by a vertical line.~a! Analytical model—pressure control at one microphone location;~b! experimental
results—pressure control at one microphone location;~c! analytical model—first-order virtual microphone;~d! experimental results—first-order virtual
microphone;~e! analytical model—second-order virtual microphone;~f! experimental results—second-order virtual microphone.
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the anechoic chamber experiment. Figures 9~a! and~b! com-
pare the modeled and experimental results for a conventional
pressure squared cost function, where the sensor is incremen-
tally moved farther from the observer location. These dem-
onstrate that as the error sensor is moved away from the
observer, the attenuation at the observer location decreases.
Both figures are similar and show that the attenuation at the
observer location reduces from 40 to 8 dB as the observer/
sensor separation distance increases from 0h to 4h ~100
mm!.

In Figs. 9~c! and ~d! the modeled and experimental re-
sults for the first-order virtual microphone are compared.
Since the algorithm adapts to an increasing separation dis-
tance there is only a negligible reduction in attenuation at the
observer location. What small error there is, is due to the
decrease in estimation accuracy as the separation distance
increases. As the sensor is moved farther away, the sound
pressure at the observer location is estimated by way of ex-
trapolation. Both the model and the experiment show similar
results, although the experiment shows that as the observer/

FIG. 10. Examples of extrapolation~prediction! error. ~a! An example of the greater theoretical accuracy of a second-order extrapolation technique in the
absesnce of short wavelength noise;~b! an example of when the first-order method may be more accurate in the presence of short wavelength noise.

FIG. 11. A 100-Hz primary sound source controlled via two control sources. Measured along a 0.5-m length in an anechoic chamber, the actual sensors are
marked with a circle and the observer location by a vertical line.~a! Analytical model—energy density control~and first-order virtual energy density control!;
~b! experimental results—energy density control~and first-order virtual energy density control!; ~c! analytical model—second-order virtual energy density
control; ~d! experimental results—second-order virtual energy density control.
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sensor separation distance increases to 100 mm, attenuation
at the observer location reduces from 40 to 22 dB compared
to only a negligible reduction in the performance of the
model. However, this control strategy still demonstrates a
practical advantage over the conventional remotely placed
single microphone@Fig. 9~b!#.

Figure 9~e! illustrates that in theory second-order predic-

tion is more accurate for the forward difference prediction of
a pressure squared cost function, but in practice the experi-
ment shows it is less accurate than the first-order method.
The model~theory! is based on sound fields that smoothly
reduce at a rate of 6 dB per doubling in separation distance
from the source whereas in practice there are likely to be
relatively small spatial pressure variations due to reflections

FIG. 12. A 400-Hz primary sound source controlled via one control source. Measured along a 0.5-m length in an anechoic chamber, the actual sensors are
marked with a circle and the observer location by a vertical line.~a! Analytical model—pressure control at one microphone location;~b! experimental
results—pressure control at one microphone location;~c! analytical model—first-order virtual microphone;~d! experimental results—first-order virtual
microphone;~e! analytical model—second-order virtual microphone;~f! experimental results—second-order virtual microphone.
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inside the chamber as well as signal noise. These small spa-
tial pressure variations can introduce errors into the extrapo-
lation and the effect of these errors are amplified in the more
sensitive second-order method@Fig. 10~b!#, resulting in
poorer performance in practice than achieved when using the
first-order method.

Results obtained by either controlling the pressure at
two sensor locations or controlling direct or virtual first-
order energy density~Sec. III C! are shown in Figs. 11~a! and
~b!. This cost function produces a broader region of control
~when compared to that obtained using a single microphone
and a single source! and hence maintains an attenuation en-
velope around the observer location as the sensors are moved
farther away. This attenuation, however, reduces from 35 to
18 dB ~at a separation distance of 100 mm! at the observer
location in the model. The cost function prediction in the
experiment appears to be fairly stable up to an observer/
sensor separation distance of 75 mm, but prediction inaccu-
racies result in a gain of 8 dB when the observer/sensor
separation distance increases to 100 mm.

In Figs. 11~c! and ~d! the performance of the modeled

and actual second-order virtual energy density sensors are
compared. The experiment shows that the energy density
cost function is more rugged in the presence of small spatial
pressure variations and maintains the maximum attenuation
at the observer location within a broad and practically sized
zone of attenuation.

B. Control of a 400-Hz sinusoidal wave

In Fig. 12 the results obtained when controlling a
400-Hz monotone in both the model and the experiment are
shown. Figures 12~a! and~b! again illustrate that the conven-
tional pressure squared cost function produces similar results
in both the model and the experiment. The size of the attenu-
ation zone has been reduced with the increased frequency, so
that the attenuation at the observer location now becomes a
gain of 4 dB for an observer/sensor separation distance of
100 mm.

The modeled and experimental results for the first-order
virtual microphone are compared in Figs. 12~c! and~d!. The
results of both the model and experiment show similar at-

FIG. 13. A 400-Hz primary sound source controlled via two control sources. Measured along a 0.5-m length in an anechoic chamber, the actual sensors are
marked with a circle and the observer location by a vertical line.~a! analytical model—energy density control~and first-order virtual energy density control!;
~b! experimental results—energy density control~and first-order virtual energy density control!; ~c! analytical model—second-order virtual energy density
control; ~d! experimental results—second-order virtual energy density control.
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tenuation. For an observer/sensor separation distance of 100
mm, this control strategy shows an experimental improve-
ment of approximately 10 dB when compared to the conven-
tional single microphone error sensor@Fig. 12~b!#.

In Fig. 12~f! it is shown that the second-order virtual
microphone control strategy is sensitive to higher-order spa-
tial pressure variations, with no resulting improvement in
control when compared to results obtained using the conven-
tional pressure squared cost function.

In Figs. 13~a! and~b! the achievable active noise control
results for a 400-Hz monotone with an energy density cost
function and two control sources is shown. Once again~as in
the 100-Hz example!, energy density control produces a
broader region of control than achieved when using a single
microphone and control source. The experiment shows that
as the observer/sensor separation distance increases to 100
mm, the attenuation at the observer location is still approxi-
mately 8 dB, compared to an observer gain of 4 dB that
occurs when using a single remotely placed microphone. The
experimental performance appears somewhat better than
theoretically possible~when compared to the model!. This is
merely due to the more fortunate destructive wave interfer-
ence of the experiment’s slightly more erratic pressure pro-
files for both the primary and secondary sound fields. The
second-order virtual energy density sensor continues to con-
tribute toward a superior control strategy@Figs. 13~c! and
~d!# with the maximum attenuation remaining at the observer
location for relatively large observer/sensor separation dis-
tances.

C. Conclusions

All of the virtual microphone systems investigated show
the potential to outperform their physical counterpart, offer-
ing a higher level of attenuation at the observer location than
by minimizing pressure at an equivalent observer/sensor
separation distance.

For the frequencies analyzed and for this particular en-
vironment, it has been demonstrated that thefirst-order vir-
tual microphone~based on forward difference prediction!
outperforms a conventional microphone~in terms of noise
reduction at the observer location! with an equivalent
observer/sensor location separation distance.

While the highest attenuation in the model and at the
observer location was in general achieved by using asecond-
order virtual microphone, the size of the attenuation zone
was narrow. The theoretically more precise prediction
method of asecond-order virtual microphonewas found to
be more sensitive to shorter wavelength spatial variations in
an actual sound field, offering only a small practical advan-
tage to using a conventional microphone.

It has been shown that first-order prediction methods for
energy density estimation at a remote location~the observer!
offer no advantage to controlling energy density directly at
the remote sensor.

In terms of both a high level of attenuation and a broad
control zone around the location of the observer, the second-
order virtual energy density probe produced the most favor-
able results.
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On the annoyance caused by impulse sounds produced
by small, medium-large, and large firearmsa)

Joos Vos
TNO Human Factors, P.O. Box 23, 3769 ZG Soesterberg, The Netherlands
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A laboratory study was designed in which the annoyance was investigated for 14 different impulse
sound types produced by various firearms ranging in caliber from 7.62 to 155 mm. Sixteen subjects
rated the annoyance for the simulated conditions of~1! being outdoors, and~2! being indoors with
the windows closed. In the latter case, a representative outdoor-to-indoor reduction in sound level
was applied. It was anticipated that the presumed additional annoyance caused by the ‘‘heaviness’’
of the impulse sounds might be predicted from the difference between the C-weighted sound
exposure level~CSEL;LCE! and the A-weighted sound exposure level~ASEL; LAE!. In the outdoor
rating conditions, the annoyance was almost entirely determined by ASEL. The explained variance,
r 2, in the mean ratings by ASEL was 0.95. In the indoor rating conditions, however, the explained
variance in the annoyance ratings by~outdoor! ASEL was significantly increased fromr 250.87 to
r 250.97 by adding the product (LCE2LAE)(LAE2a) as a second variable. In combination with a
12-dB adjustment for small firearms, the present results showed that for the entire set of impulse
sounds rated indoors with windows closed, the rating sound level,Lr , is given by Lr5LAE

112 dB1b(LCE2LAE)(LAE2a), with a545 dB and b50.015 dB21. For the outdoor rating
condition, the optimal parameter values were equal toa557 dB and, again,b50.015 dB21. In
validation studies, in which the effects of the present rating procedure will be compared to field data,
it has to be determined to what extent the constantsa and b have to be adjusted. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1327576#

PACS numbers: 43.50.Pn, 43.50.Ba, 43.50.Qp, 43.66.Lj@MRS#

I. INTRODUCTION

Determination of the rating sound level for shooting
sounds produced at fire ranges is complicated by the fact
that, in general, the sounds may have been produced by a
variety of firearms. From the results obtained in various field
and laboratory studies, it can be concluded that at least the
sounds produced by small and large firearms cannot be rated
in the same way.

For impulse sounds produced by small firearms~muzzle
reports!, the annoyance has been investigated in many field,
laboratory, and quasifield studies. In a review of these stud-
ies ~Vos, 1995a!, it has been shown that, overall, an adjust-
ment of 12 dB has to be added to the~outdoor! A-weighted
sound exposure level~ASEL; LAE! to equate the ASEL of
the shooting sound to the ASEL of an equally annoying ve-
hicle sound.

For impulse sounds produced by large firearms, the
number of studies in which the annoyance caused by the
shooting sounds is directly compared with the annoyance
caused by road-traffic sounds is very limited. Forsimulated
artillery fire produced by blasting charges, the annoyance
increases more rapidly with level than that caused by vehicle
passby sounds~Schomer, 1994; Schomeret al., 1994!. For
such heavy bangs, the adjustment increases with level. With
the level expressed as outdoor ASEL, the adjustment may
extend to 20–30 dB.

For impulse sounds produced by the relatively broad
category of medium-large weapons~calibers between 20 and
100–110 mm!, the information reported in the literature is
very limited as well. For firearms with calibers of 20–35
mm, adjustments to ASEL between 13 and 16 dB have been
found ~Buchta, 1994; Schomer and Wagner, 1995!.

In a laboratory experiment, Meloni and Rosenheck
~1995! compared the annoyance caused by the~muzzle!
sounds from a 7.5-mm rifle, a 83-mm antitank missile, and a
155-mm howitzer. For the simulated condition of being in-
doors with the windows open, the annoyance was determined
by ASEL, regardless of whether the sounds were produced
by the rifle, the antitank missile, or the howitzer. For the
simulated condition of being indoors with the windows
closed, the data imply that at equal outdoor ASELs, the an-
noyance caused by the howitzer sounds was higher than that
of the other two sound types, and that this difference in-
creased with increasing ASEL. Again, no significant differ-
ences were obtained between the ratings for the rifle and
antitank missile sounds, suggesting that at least for these
categories a fixed single adjustment would suffice.

For lack of detailed information about the annoyance
caused by medium-large weapon sounds, a laboratory study
was designed in which the annoyance was investigated for
14 different impulse sound types produced by various fire-
arms ranging in caliber from 7.62 to 155 mm. In addition to
an overall effect of sound level, it was expected that the
annoyance would increase with firearm caliber. A possible
predictor for the presumed additional annoyance caused by
the ‘‘heaviness’’ of the impulse sounds might be the differ-

a!Preliminary results of the present research were presented at Internoise ’96,
Liverpool, United Kingdom, 30 July–2 August 1996, and are included in
the Proceedings, Book 5, pp. 2231–2236.
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ence (LCE2LAE) between the C-weighted sound exposure
level ~CSEL; LCE! and ASEL ~Buchta, 1996; Krahe´ and
Buchta, 1994!. For more continuous sounds at several work
places, Kjellberget al. ~1997! showed that addition of the
difference between the~indoor! C- and A-weighted average
levels resulted in a small but significant increase in the pre-
dictability of the annoyance. In the present experiment the
various firearms were selected in such a way that for the
entire range ofLCE–LAE ~from 21 to about 30 dB!, a bal-
anced distribution of the number of events was obtained.
Sixteen subjects rated the annoyance for the simulated con-
ditions of ~1! being outdoors, and~2! being indoors with the
windows closed. Since the outdoor-to-indoor reduction in
sound level is highly dependent on frequency, and the
sounds to be rated varied considerably in spectral content,
inclusion of these two listening conditions was considered to
be very relevant.

II. METHODS

A. Stimuli

In addition to muzzle bangs produced by small~impulse
types 1, 2, and 3 in Table I!, medium-large~impulse types 6
and 10!, and large firearms~impulse types 12, 13, and 14!,
the experiment also included combinations of muzzle and
projectile bangs~impulse types 5, 8, and 9! and spectral
modifications of the 155-mm howitzer muzzle bang~impulse
types 4, 7, and 11!. For the relevant impulse types, digital
recordings~sampling rate 48 kHz, amplitude resolution 16
bits! were made at source–receiver distances ranging from
100–200 m for the small firearms to 800–900 m for the
medium-large and large firearms. Larger recording distances
would have resulted in poor signal-to-noise ratios.

The recorded sounds were sampled down to 16.1 kHz
and stored as files on the hard disk of a personal computer.
Various versions of the impulse sound were prepared from
each recording. For the outdoor rating condition there were
four such versions per impulse type, yielding 56~14 types34

levels! different impulses. The~outdoor! ASELs ranged from
40 to 70 dB. The corresponding sound quality of the im-
pulses, which is among other things dependent on the dis-
tance between the source and the receiver, was simulated
both by broadband attenuation~geometric spreading! and by
attenuation of the high-frequency components~air absorp-
tion!. The phase relations in the various impulse type ver-
sions were not affected. To simulate the outdoor-to-indoor
noise reduction in the indoor rating condition~windows
closed!, a further spectral reduction of the impulses was
equal to 13 dB for the 16-Hz and 31.5-Hz octave bands, and
linearly increased from 13 dB for the latter octave band up to
35 dB for the 8-kHz octave band. The adopted~rather con-
servative! frequency-dependent fac¸ade attenuation was based
on the outdoor-to-indoor airborne noise reduction character-
istics for various kinds of single- and double-glazed win-
dows that might be regarded as typical for Dutch dwellings
~Brackenhoff et al., 1981!. Within a few decibels, such a
reduction was also found to be representative of houses lo-
cated in the greater Washington, DC area~Yaniv et al.,
1982!. In some countries, such as in Switzerland, application
of special window glazing might, at least for frequencies
higher than about 50 Hz, result in higher sound-level reduc-
tions ~Meloni and Rosenheck, 1995!.

The attenuation of the signals~geometric spreading, air
absorption, and fac¸ade reduction! was performed with the
help of a finite impulse response~FIR! filter on a DSP card.
The filter was also used to compensate, as much as possible,
for both the resonances due to room dimensions and the
nonflat frequency characteristics of the loudspeakers and the
audio chain. At the subject’s listening position, the response
was flat within 3–5 dB over a frequency range from 25 to
4000 Hz.

For the set of 56 impulses presented in the outdoor rat-
ing condition, 21 impulses were not or were hardly audible
after application of the outdoor-to-indoor noise reduction. As
a result, the number of impulses included in the indoor rating
condition was reduced to 35.

TABLE I. Description of the sources that produced the various impulse types. M5muzzle bang,
P5projectile bang, R5reflection. The slope of the high-pass~HP! filter was equal to218 dB/octave. The
‘‘effective’’ signal duration was measured at the ears of the subjects. The rise time was determined for free-field
~recording! and for indoor~room! conditions.

No. Firearm/ammunition Component Modification
Signal

duration~ms!

Rise time~ms!

Recording Room

1 Pistol 9 mm M ¯ 260 ,1 6
2 Rifle 7.62 mm M ¯ 340 1 15
3 Rifle 0.30 in. M ¯ 430 ,1 10–50
4 Howitzer 155 mm, charge 5M4 M HP 315 Hz 200 4 5
5 Cannon 25 mm DST 127 P, M ¯ 190 5a 15a

6 Machine gun 0.5 in. M ¯ 360 2 10–40
7 Howitzer 155 mm, charge 5M4 M HP 100 Hz 500 4 5
8 Cannon 35 mm P, M, R ¯ 220 ,1a 6a

9 Cannon 35 mm P, M ¯ 140 8a 10a

10 Cannon 35 mm M ¯ 430 ,1 8
11 Howitzer 155 mm, charge 5M4 M HP 63 Hz 460 16 85
12 Hand grenade detonation ¯ 380 22 80
13 Antitank weapon 84 mm M ¯ 410 15 70
14 Howitzer 155 mm, charge 5M4 M ¯ 370 15 70

aRise times for the projectile bang.
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Figure 1 shows the linear sound exposure level~SEL! in
the various 1/3-octave bands for the four versions of the
muzzle bang from a 9-mm pistol, a 0.5-in. machine gun, a
35-mm cannon, and a 155-mm howitzer, as determined at the
ears of the subjects in the outdoor rating condition. Espe-
cially for the pistol bangs@Fig. 1~a!# presented at relatively
high overall levels~LAE equal to 60 and 70 dB!, the spectral
content is dominated by the energy in the frequency bands
between about 800 and 2500 Hz, whereas for all howitzer
bangs@Fig. 1~d!#, the spectral content is dominated by the
energy in frequency bands between about 20 and 100 Hz.
For frequencies lower than 25 Hz, the sound levels of the
howitzer bangs drop by about 35 dB/octave. Results from
outdoor measurements reported in Kerryet al. ~1996!, show
that for a similar bang produced by a 155-mm howitzer, the
sound level in this low-frequency band drops by about 6
dB/octave. The discrepancy between our spectra and those
reported by Kerryet al. ~1996! might for a relevant part be
explained by the limitations of our audio system noted
above.

For the machine gun@Fig. 1~b!# and the 35-mm cannon
@Fig. 1~c!#, the spectrum contains both lower and higher fre-
quency components at a significant sound level. For all im-
pulse types, Fig. 1 also shows that due to air absorption, the
relative contribution of the higher frequency components de-
creases with overall level.

The rise time of the impulses, defined as the time inter-
val necessary for the sound to increase from 10% to 90% of
the maximum amplitude, as measured at the ears of the sub-
jects, varied from 5 ms for the relatively light bangs to about
80 ms for the heavy bangs~last column in Table I!. For
impulse types 3 and 6, the exact rise time could not be de-
termined. For bangs with multiple components~impulse
types 5, 8, and 9! only the rise time of the first component,
which was the projectile bang in all cases, could be mea-
sured. In general, the rise time strongly depended on the
measurement position in the room. In free-field conditions
the rise times were considerably shorter~see the next-to-last
column in Table I!.

The sound quality of the impulse sounds was improved

by fading out the signals after the first 500–1500 ms. The
‘‘effective’’ signal duration, defined here as the time interval
between the moments at which the temporal envelope was
higher than 10% of the maximum amplitude, ranged from
about 150 to 500 ms~Table I!.

Various experts from the Ministry of Defense, who had
been working on infantry or artillery firing ranges, confirmed
that the bangs sounded realistic. This held true also for the
heavy bangs produced by the hand grenade, the 84-mm an-
titank weapon, and the 155-mm howitzer. Given that for fre-
quencies higher than 25 Hz the frequency response was flat,
it is not a priori evident that our experimental results would
have been different if we had been able to reproduce the
sound levels reported in Kerryet al. ~1996! for frequencies
lower than 25 Hz.

In order to make the acoustic environment more realistic
as well, a background noise of remote road traffic was con-
tinuously present throughout the experiment at an
A-weighted average level of 35 and 40 dB in the indoor and
the outdoor conditions, respectively. In both conditions, the
spectral content was dominated by energy in the frequency
range between 25 and 125 Hz. For higher frequencies, the
spectral envelope slope was27 dB/octave in the outdoor,
and29 dB/octave in the indoor condition.

B. Apparatus

The experiment was entirely computer controlled. The
sounds were reproduced in the listening room (w313h
53.535.933.3 m) by means of two amplifier/speaker sets,
one set for frequencies lower than, and one set for frequen-
cies higher than 150 Hz. The speakers were hidden behind a
curtain. The reverberation time of the room corresponded to
that of a normal living room. Hearing thresholds were deter-
mined with the help of a Madsen Memory Threshold Audi-
ometer~MTA 86!.

C. Subjects

Sixteen subjects, nine males and seven females, between
18 and 27 years of age, participated in the experiment. Be-

FIG. 1. Sound exposure levels in the various 1/3-octave
bands for the muzzle bang from~a! a 9-mm pistol;~b! a
0.5-in. machine gun;~c! a 35-mm cannon; and~d! a
155-mm howitzer, as determined at the ears of the sub-
jects in the simulated outdoor condition. For each im-
pulse type, the four spectra correspond to overall
ASELs of 40, 50, 60, or 70 dB.
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fore the experimental sessions, their hearing thresholds were
determined with pure tones between 250 and 8000 Hz. Thir-
teen subjects had hearing levels<15 dB in any part of the
audiogram~best ears!. Three subjects with hearing levels<5
dB for frequencies up to 4000 Hz had local hearing losses of
20–25 dB at 6000 Hz. Since frequencies higher than 4000
Hz were considered to be irrelevant to the present study,
these three subjects were regarded as suitable participants.
The subjects were paid for their services.

D. Experimental design

The independent variables were:~1! listening condition
~acoustic simulation of an outdoor situation such as in the
garden or on the balcony or terrace, versus a simulation of an
indoor situation with the windows closed!; ~2! impulse type
~14 types produced by firearms ranging in caliber from 7.62
to 155 mm; see Table I!; ~3! sound level~outdoor ASELs of
40, 50, 60, or 70 dB!. In Sec. II A, it was explained that with
respect to sound level, we have an incomplete factorial de-
sign. All three factors were varied within subjects. Each of
the 56 outdoor and 35 indoor conditions was presented twice
for rating.

E. Procedure

Eight subjects started with the outdoor condition and the
other eight started with the indoor condition. After each trial,
in which a specific stimulus was presented twice within
about 8 s, the subjects responded to the question ‘‘How an-
noying would you find the sound if you heard it at home@~a!
in the garden or on the balcony, or~b! in the living room,
workroom, or study with the windows closed# on a regular
basis?’’ They were encouraged to use the whole range of the
rating scale with values from 1~‘‘not annoying at all’’! to 10
~‘‘extremely annoying’’!.

The 56 stimuli in the outdoor condition were assigned to
four blocks of 14 stimuli each. Both for the first and for the
second ratings, presentation order of these blocks was bal-
anced by means of Latin squares. The 35 stimuli in the in-
door condition were assigned to two blocks which were
again presented twice, and in a balanced order. Presentation
order of the stimuli within the blocks was randomized. Be-
fore the experimental sessions, the subjects received six
practice trials. The total duration of the experimental session

was about 4 h, including breaks in between. The background
noise was continuously present without interruption.

III. RESULTS

The annoyance ratings will first be related to ASEL and,
for the sake of comparison, to CSEL of the impulses. In the
indoor rating condition, the annoyance will be related to in-
door levels and, since in noise zoning it is mandatory to
express the noise dose as levels measured outdoors, also to
the corresponding outdoor levels.

A. Outdoor ratings

The annoyance ratings were subjected to an analysis of
variance @16 ~subjects! 3 14 ~impulse type! 3 4 ~sound
level! 3 2 ~replication!, all repeated measures#. The proce-
dure for the analysis of data collected in such a repeated
measures design, as well as the meaning of theF tests, the
relevant degrees of freedom df1 and df2@F(df1,df2)#, and the
estimated level of significance (p), is described in, for ex-
ample, Keppel~1973!. The ratings significantly1 increased
with increasing ASEL@F(3,45)5620, p,0.000 001# and
were significantly affected by impulse type@F(13,195)
510.5,p,0.000 001#. A post hocTukey test~Winer, 1970!
showed that averaged across sound level, the bangs from
impulse types 1, 3, 6, 7, 11–14 were all more annoying than
the bangs from impulse types 8 and 9 (p<0.05). Moreover,
there was a significant interaction effect between impulse
type and sound level@F(39,585)58.2, p,0.000 001#: At
low ASELs the impulses produced by small firearms were
more annoying than those produced by medium-large and
large firearms, whereas at high ASELs the impulses pro-
duced by the small firearms were less annoying than those
produced by the large firearms.

This interaction effect is shown in Fig. 2~a!, where the
ratings, averaged across subjects and replications, are plotted
as a function of outdoor ASEL for 8 of the 14 impulse types.

On the basis of the mean annoyance ratings given in
columns 2–5 of Table II, it can be verified that the nature of
the interaction effect described above also holds for the im-
pulse types that were not included in Fig. 2~a!.

For the total set of 56 impulses, 95% of the variance in
the mean ratings could be explained by ASEL. From the data
shown in Fig. 2~b!, it can be concluded that, relative to
ASEL, outdoor CSEL is an inadequate predictor of the an-

FIG. 2. Mean annoyance ratings in the outdoor condi-
tion, as a function of~a! outdoor ASEL and~b! outdoor
CSEL, for various impulse sound types.
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noyance. For the total set, the portion of the variance in the
mean ratings explained by~outdoor! CSEL was as small as
54%. Table III shows the outdoor CSELs for the 56 condi-
tions.

B. Indoor ratings as a function of outdoor levels

The annoyance ratings were subjected to two analyses of
variance. In the first analysis, the ratings given for the 14
impulse types that were presented at outdoor ASELs of 60
and 70 dB were included. In the second analysis, only the
ratings given for impulse types 8–14 were included; in this
case all three outdoor ASELs could be considered. In both
analyses, the ratings significantly increased with increasing
ASEL @in the first analysisF(1,15)5272, in the second
analysisF(2,30)5340; in both casesp,0.000 001#. Again,
there was a significant effect of impulse type@in the first
analysisF(13,195)520.1, in the second analysisF(6,90)
520.2; in both casesp,0.000 001#.

Two post hocTukey tests showed that averaged across
sound level, the bangs from impulse types 1–6, 8, and 9
were significantly less annoying (p,0.01) than the bangs
from impulse types 11–14.

Again, there was a significant effect between impulse
type and sound level@in the first analysisF(13,195)52.8,
p,0.002; in the second analysisF(12,180)58.2, p
,0.000 001#.

As shown in Fig. 3~a! for 8 of the 14 impulse types, the
increase in the annoyance with outdoor ASEL was larger for
the impulses produced by the large firearms than for those
produced by the smaller firearms. On the basis of the mean
annoyance ratings given in columns 6–8 of Table II, it can
be verified that the nature of the interaction effect just de-
scribed also holds for the impulse types that were not in-
cluded in Fig. 3~a!.

For the total set of 35 impulses, 87% of the variance in
the mean ratings could be explained by outdoor ASEL. From
the data shown in Fig. 3~b!, it must again be concluded that
outdoor CSEL is less effective as a predictor of the annoy-
ance. For the total set, the portion of the variance in the mean
ratings explained by outdoor CSEL was only 50%.

C. Indoor ratings as a function of indoor levels

For eight impulse types, Fig. 4~a! shows the mean in-
door annoyance ratings as a function of indoor ASEL deter-
mined at the ears of the subjects. For equal indoor ASELs
the impulses produced by the smaller firearms were more
annoying than those produced by the medium-large and large
firearms.

Columns 2–4 of Table IV list the indoor ASELs for the
various outdoor levels and the 14 impulse types. For the total
set of the 35 impulses, 88% of the variance in the mean
ratings could be explained by indoor ASEL.

From the data shown in Fig. 4~b!, it must be concluded
that indoor CSEL is a less effective predictor of the annoy-
ance than indoor ASEL. For the total set, the portion of the
variance in the mean ratings explained by outdoor CSEL was
as small as 33%.

FIG. 3. Mean annoyance ratings in the indoor condition, as a function of~a!
outdoor ASEL and~b! outdoor CSEL, for various impulse sound types.

TABLE II. Annoyance ratings, averaged across subjects and replications,
for the 14 impulse types, and the outdoor measured ASELs~dB! in the two
listening conditions.

Impulse
type
no.

Listening condition

Outdoors Indoors

ASEL: 40 50 60 70 50 60 70

1 2.6 3.8 5.7 8.5 ¯ 3.4 5.6
2 1.9 3.1 5.5 8.2 ¯ 3.0 5.9
3 2.0 3.6 6.2 8.7 ¯ 3.7 6.5
4 1.8 3.3 5.1 8.1 ¯ 3.2 5.5
5 1.4 2.8 5.1 8.0 ¯ 3.4 5.9
6 1.7 3.4 6.0 8.7 ¯ 3.7 6.7
7 1.3 3.5 6.1 8.6 ¯ 4.2 7.3
8 1.3 2.7 4.9 7.9 1.5 3.4 5.9
9 1.0 2.4 4.7 7.4 1.0 3.3 5.8

10 1.1 2.8 5.7 8.3 1.2 3.7 7.1
11 1.2 3.2 6.4 9.0 1.7 4.6 7.7
12 0.9 2.8 6.4 9.3 1.6 4.6 8.1
13 1.1 2.9 6.8 9.1 1.6 5.2 7.9
14 0.9 3.6 7.1 9.3 1.8 5.2 8.3

TABLE III. Outdoor CSEL for the 56 conditions included in the experi-
ment.

Impulse
type no.

Outdoor ASEL

40 50 60 70

1 43.5 51.1 59.9 69.5
2 49.2 56.1 64.3 73.6
3 52.5 60.4 68.7 77.8
4 46.4 55.4 64.7 73.9
5 59.0 64.7 71.0 78.1
6 55.4 63.0 70.7 79.2
7 61.2 67.3 73.6 80.3
8 55.4 62.1 70.1 78.8
9 59.9 65.1 71.7 79.3

10 61.3 67.9 75.5 83.4
11 65.9 73.4 80.3 86.8
12 68.0 77.3 86.4 95.2
13 69.0 78.5 87.7 96.1
14 68.9 77.6 85.1 92.3
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IV. FEATURES OF A NEW RATING PROCEDURE FOR
A GREAT VARIETY OF SHOOTING SOUNDS

A. The additional adjustment for heavy bangs

To obtain ASEL of equally annoying vehicle sounds,
ASEL for impulse sounds produced by small firearms (LCE

2LAE;0 dB) has to be increased by an adjustment of 12 dB
~Vos, 1995a!. Since at the relevant receiver points the differ-
ences between the spectra for the sounds from small firearms
and the spectra for~local! road-traffic sounds are relatively
small, the 12-dB adjustment holds both for indoor~windows
closed or opened! and for outdoor rating conditions
~Schomeret al., 1994; Schomer and Wagner, 1995; Vos,
1995a!.

Both in the outdoor and in the indoor rating conditions,
significant interaction effects between impulse type and
sound level were found~Sec. III!. Consequently, for rating
shooting sounds in general, in addition to the 12-dB adjust-
ment, a second level-dependent adjustment is required. This
latter adjustment will now be quantified on the basis of the
results of the present experiment.

1. Indoor ratings as a function of outdoor levels

The maximum size of the second adjustment is shown in
Fig. 5~a!, where the indoor ratings are plotted as a function
of outdoor ASEL for the three heavier firearms~impulse
types 12–14!, with the ratings for the pistol as a reference.

With respect to the difference between outdoor CSEL and
outdoor ASEL, the bangs produced by these heavier firearms
were clearly distinct from the other bangs: ForLAE

550 dB, LCE2LAE.27 dB, and for LAE570 dB, LCE

2LAE.22 dB ~see Table III!. These values ofLCE2LAE are
comparable to those predicted by Hirsch~1998!.

In addition to equally high values ofLCE2LAE , the
bangs from these heavier firearms also yielded about the
same indoor annoyance ratings~y! at comparable ASELs: the
regression line fitted to the data (y5214.410.322LAE) ex-
plains 99% of the variance in the mean ratings. Relative to
the dose-response relation for the pistol bangs (y529.8
10.22LAE), the additional adjustment for the heavier bangs
increases from 5 dB at an outdoor ASEL of about 51 to 10
dB at an outdoor ASEL of 66 dB. The general equation for
the additional adjustment,Pa in decibel, follows from the
slopes and intercepts of the two functions, and is given by
Pa5220.8210.464LAE , or Pa50.46(LAE245) dB.

2. Outdoor ratings

The outdoor ratings for the bangs from the three heavier
firearms and the pistol are shown in Fig. 5~b!. Again, the
annoyance caused by the heavier bangs is well predicted by a
single regression line. The equation of the function is given
by y5210.6410.285LAE , r 250.98. Relative to the func-
tion for the pistol bangs~y525.6310.196LAE ; r 250.97!,
the additional adjustment for the heavier bangs increases

FIG. 4. Mean annoyance ratings in the indoor condi-
tion, as a function of~a! indoor ASEL and~b! indoor
CSEL, for various impulse sound types.

FIG. 5. Mean annoyance ratings as a function of outdoor ASEL for the
bangs from the three heavier firearms~impulse types 12–14! and the bangs
from the pistol as references. Inserted solid lines are regression functions.
~a! Indoor ratings;~b! outdoor ratings.

TABLE IV. Indoor ASELs and CSELs, as determined at the ears of the
subjects, for impulse type and outdoor ASEL.

Impulse
type
no.

ASEL ~dB! CSEL ~dB!

ASEL: 50 60 70 50 60 70

1 ¯ 30.6 40.1 ¯ 36.9 45.4
2 ¯ 33.8 43.3 ¯ 44.7 53.9
3 ¯ 35.9 45.2 ¯ 50.9 59.8
4 ¯ 36.1 45.4 ¯ 41.9 50.6
5 ¯ 37.6 46.5 ¯ 55.4 61.6
6 ¯ 37.5 46.3 ¯ 53.0 61.2
7 ¯ 38.4 47.0 ¯ 58.0 64.1
8 29.2 38.7 48.1 46.2 52.8 60.5
9 29.5 38.7 47.9 50.3 56.0 62.2

10 30.8 39.8 48.8 53.2 60.4 67.9
11 33.0 40.8 48.7 58.9 65.7 72.0
12 35.2 44.5 53.6 63.3 72.2 81.1
13 35.6 45.1 53.8 64.6 73.8 82.2
14 34.7 42.8 50.8 63.6 71.2 78.4
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from 25 dB at an outdoor ASEL of 45 to15 dB at an
outdoor ASEL of 68 dB. The general equation is given by
Pa50.45(LAE256.5) dB.

3. A comparison of the results obtained in the two
rating conditions

Figure 6 shows the additional adjustment for the heavier
bangs as a function of outdoor ASEL for the indoor and
outdoor rating conditions, separately. The additional adjust-
ment for the heavier bangs is consistently 5 dB lower for the
outdoor than for the indoor conditions. ForLAE,57 dB in
the outdoor rating condition, the additional adjustment is
smaller than 0 dB, yielding an overall adjustment that is
smaller than the 12-dB penalty for the impulses from small
firearms. At an outdoor ASEL of 40 dB, outdoor listeners are
still able to hear the impulse sounds. With respect to the
annoyance, however, the overall adjustment to ASEL is re-
duced to 5 dB.

For the indoor rating conditions, negative additional ad-
justments are not relevant, because in general, bangs from
large firearms with an outdoorLAE,45 dB are either inau-
dible or result in a sensation that is too low to elicit an
annoyance reaction.

B. Determination of the rating sound level for single
events

1. Indoor ratings

In Sec. IV A 1, it was shown that for the bangs from the
large firearms, the additional adjustment was equal toPa

50.46(LAE245) dB. For these bangs,LCE2LAE was 28.5
dB at the maximum~see Table III, columns 3–5!. For bangs
with lower values ofLCE2LAE , the additional adjustment
must be smaller. Lower adjustments might be obtained by
introducing the term (LCE2LAE)/max(LCE2LAE). With
maximumLCE2LAE set to the rounded figure of 30 dB, the
equation reduces toPa50.015(LCE2LAE)(LAE245) dB.

The validity of this modification is demonstrated by
means of a multiple linear regression analysis performed on
the 35 mean indoor ratings~dependent variable! and on cor-
responding outdoor ASELs and products of CSEL-ASEL
and ASEL as predictors. With ASEL,r 2 was equal to 87%.
With (LCE2LAE)(LAE245) added as the second predictor,

~multiple! r 2 increased to 97%. Statistically, this increase of
10 percent points in the explained variance was highly sig-
nificant (p,0.000 001).

The rating sound level for any single impulsive event is
given by

Lr5LAE112 dB1b~LCE2LAE!~LAE2a! dB, ~1!

in which a545 dB andb50.015 dB21.
Figure 7~a! shows the indoor annoyance ratings as a

function of the proposed rating sound level for all 35 im-
pulses. As expected, the solid regression line included in Fig.
7~a! explained 97% of the variance in the annoyance ratings.
With a perfect rating procedure, all data points were to co-
incide the regression line. Expressed as decibel values, the
root-mean-square of the differences between the obtained
rating sound level and the rating sound level predicted by the
regression line for the same annoyance rating was as small as
1.6 dB.

2. Outdoor ratings

In Sec. IV A 2, it was shown that for the bangs from the
large firearms, the additional adjustment was equal toPa

50.45(LAE256.5) dB. In line with the procedure described
for the indoor ratings, the additional adjustment is given by
Pa50.015(LCE2LAE)(LAE256.5) dB.

In Sec. III A it had already been shown that 95% of the
variance in the mean ratings could be explained by ASEL.
By means of a multiple linear regression analysis performed
on the 56 mean outdoor ratings (LCE2LAE)(LAE256.5) was
added as a second predictor. The explained variance in-
creased from 95% to 96%. The small increase of 1 percent
point was statistically significant (p,0.001).

The rating sound level for any single impulsive event is
given by Eq.~1! with a andb set to 56.5 and 0.015 dB21,
respectively. Figure 7~b! shows the outdoor annoyance rat-
ings as a function of the proposed rating sound level for all
56 impulses. Expressed as decibel values, the root-mean-
square of the differences between the obtained rating sound
level and the rating sound level predicted by the regression
line for the same annoyance rating was 2.8 dB.

FIG. 6. Additional adjustments for the heavier bangs, as a function of out-
door ASEL for the indoor and outdoor rating conditions, separately. FIG. 7. Mean annoyance ratings as a function of the rating sound level.

Inserted lines are regression functions.~a! Indoor ratings;~b! outdoor rat-
ings.
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V. DISCUSSION

A. Integration of the results for the indoor and
outdoor rating conditions

In Sec. IV, it was shown that the additional adjustment
for the heavier bangs was consistently 5 dB lower for the
outdoor than for the indoor rating conditions. At present,
detailed information about the extent to which the overall
annoyance is determined by indoor and outdoor experienced
annoyance is lacking.

The relation between indoor and outdoor annoyance has
been researched in laboratory or quasilaboratory studies, in
which the sounds were produced by subsonic~Robinson
et al., 1963; Bishop, 1966; Bowsheret al., 1966; Kryter,
1970; Gunnet al., 1981! or supersonic aircraft~Kryter, 1970;
Johnson and Robinson, 1966!, and by light-heavy vehicles
~Watts and Nelson, 1993; Vos, 1997a!. The indoor annoy-
ance was always lower than the outdoor annoyance, provided
that the outdoor sound levels were the same. Field surveys
on the annoyance caused by railway~Peeterset al., 1984! or
road-traffic sounds~Myncke et al., 1977! showed that the
annoyance was lower with the windows closed than with the
windows open.

In most studies, however, the differences were smaller
than what would be expected on the basis of the fac¸ade at-
tenuation. This may imply that the listeners were more tol-
erant of the sounds in outdoor than in indoor conditions. For
the various laboratory studies, the estimated difference in
tolerance ranged from 0 dB~Gunnet al., 1981! up to 15–18
dB ~Robinsonet al., 1963; Bishop, 1966!. Since the results
may have been affected by the range of both the levels of the
sounds and the response scale used by the listeners~Poulton,
1989!, it is impossible to estimate the differences precisely.

In field surveys it is less likely that range effects will
influence the results. In the field study on the annoyance
caused by railway noise~outdoor A-weighted equivalent
level, LAeq, between 40 and 70 dB!, the respondents were
more tolerant of the sounds as heard indoors with the win-
dows open than as heard indoors with the windows closed
~Peeterset al., 1984!. For outdoorLAeq,70 dB, comparable
results were obtained in the field study on the annoyance
caused by road-traffic sounds~Myncke et al., 1977!. For
very high outdoor levels (70,LAeq,80 dB) included in the
latter study, such differences in tolerance could not be ob-
served.

In the field survey reported by Mynckeet al. ~1977!, the
respondents were also asked to rate their overall annoyance.
Both for the respondents in Antwerp and for those in Brus-
sels, the overall annoyance was in between the annoyance
rated in the conditions with closed and the conditions with
open windows. This indicates that the overall annoyance was
determined by both conditions. A comparable result was ob-
tained in a field survey reported by Birnieet al. ~1980!. From
multiple linear regression analyses performed on annoyance
ratings for aircraft and road-traffic sounds, they concluded
that both the outdoor and the indoor ratings significantly con-
tributed to the overall annoyance. Unfortunately, they did not
give final regression weights for the two rating conditions.

If the annoyance in the indoor and outdoor conditions

would contribute equally to the overall annoyance, then the
intercept of the appropriate function for the additional adjust-
ment to the heavier bangs should be 1.8 dB lower
@10 log(0.5•100/1010.5•1025/10)521.8 dB# than the func-
tion for the indoor rating condition~Fig. 6!, which results in
a change ofa in Eq. ~1! from 45 to 49 dB. If the relative
contribution of the annoyance in the indoor and outdoor con-
ditions to the overall annoyance would be equal to 3:1, then
the appropriate value fora would be 47 dB.

B. Future research topics

Especially for the shooting sounds produced by
medium-large and large firearms, there have been various
discussions about which acoustic measure, or which fre-
quency weighting, would be more appropriate, ASEL or
CSEL~Buchta, 1996; Bullenet al., 1991; Meloni and Rosen-
heck, 1995; Schomer, 1977; Schomer and Sias, 1998; Vos,
1995b!.

The present results led to an efficient and general
method for rating shooting sounds:~1! there is no need to
develop separate procedures for different categories of fire-
arm calibers, and~2! both ASEL and CSEL are needed for
an adequate prediction of the annoyance.

Although the present study adopts~outdoor! ASEL as
the principal predictor of annoyance, the experimental results
show that inclusion of~outdoor! CSEL results in a small
improvement of the prediction of the annoyance for outdoor
rating conditions~see Sec. IV B 2!, and in a large improve-
ment of the prediction of the annoyance for indoor rating
conditions~see Sec. IV B 1!.

The benefit of using both A-weighted and C-weighted
sound levels~either measured with the time constant of 125
ms, or expressed as sound exposure levels! has also been
shown by Buchta~1996! for explaining differences in the
annoyance caused by the impulses produced by rifles, 20–
35-mm cannons, and various detonations, and by Schomer
and Sias~1998! for explaining differences in the annoyance
caused by sonic booms and blast sounds.

To explore the general validity of the proposed rating
procedure, and to enhance its applicability, a number of top-
ics must be investigated in the future. Three topics will be
discussed briefly below.

1. Determination of the appropriate a- and b values
in validation studies

In the present laboratory study, the predictability of the
annoyance was considerably enhanced by addingb(LCE

2LAE)(LAE2a) as a second predictor. In field surveys, such
a functional relationship between annoyance and the two
acoustic measures could never have been found, simply be-
cause in the field~a! the respondents are required to give
annoyance ratings on the basis of relatively long periods of
time, and~b! the stimulus conditions to which they respond
are usually very complex. However, it remains to be seen to
what extent the values ofa, and more importantly, the value
of b, as estimated on the basis of the laboratory results, may
be applied for obtaining the adequate rating sound level. Re-
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call the general aim that numerically equal rating sound lev-
els for shooting and road-traffic sounds should correspond to
a similar degree of community response.

As mentioned in the previous section, the annoyance
score obtained in the laboratory for a specific stimulus may
be affected at least in part by the range of the stimulus levels
and by the range of the response scale used~Poulton, 1989!.
As a result, these annoyance ratings cannot simply be inter-
preted in an absolute way. Recently, the relevance of com-
paring the effects of procedures developed on the basis of
laboratory or quasilaboratory study results has been demon-
strated for the community response to high-energy impulsive
sounds. With the sound levels determined in free-field con-
ditions, application of Schomer’s level-dependent conversion
procedure~Schomer, 1994! might lead to an underestimation
of the rating sound level for artillery sounds by about 15 dB
~Vos, 1997b, 2000; Buchta and Vos, 1998, 1999; Schomer,
1999!. For rating impulse sounds produced by small fire-
arms, however, the discrepancy between the average impulse
noise adjustments derived from field and laboratory studies
was not greater than about 3 dB~Vos, 1995a!.

It might be further hypothesized that the poor fit be-
tween the laboratory and field data, as noted for artillery
sounds, is in part related to the heightened annoyance re-
sponse to the impulsive sounds heard during the night: The
subjective effects due to nighttime shooting are included in
the community response determined in field surveys, but to
the knowledge of the present author, these effects have not
really been included in the pertinent laboratory studies. The
much better fit between the laboratory and field data for im-
pulse sounds from small firearms can be understood from the
fact that at the small firearm ranges included in the various
field surveys, nighttime shooting occurred rarely if ever.

For a validation of the present procedure, detailed infor-
mation about receiver levels~both ASEL and CSEL! of all
relevant shooting sounds in various meteorological condi-
tions, and, preferably for the same respondents, the
A-weighted equivalent level of road-traffic sounds, is
needed. If the corresponding community response is based
on overall ratings, the problem raised in Sec. V A about the
relative importance of the annoyance experienced indoors
and outdoors may be avoided.

2. Exploring the usefulness of the rating procedure
for other fac¸ade attenuation characteristics

Only in the indoor rating conditions was the predictabil-
ity of the annoyance considerably enhanced by adding
b(LCE2LAE)(LAE2a) as a second predictor. The simulated
frequency-dependent fac¸ade attenuation represented the av-
erage of noise reduction characteristics that is frequently
found for Dutch dwellings with the windows closed~Sec.
II A !.

It is of interest to verify the relevance of the second
predictor both for lower and higher fac¸ade attenuation types.
Lower outdoor-to-indoor noise reductions are relevant to
residents who prefer their bedroom windows slightly opened
for the major part of the year, and their living room windows
open in the summer. Higher noise reductions are relevant to

countries where special window glazing is generally applied
for improving thermal isolation.

Preliminary results suggest that the benefit of the second
predictor increases with increasing overall fac¸ade attenuation
~Vos, 1998!.

3. Determination of ASEL and CSEL in the field

The dynamic ranges of modern DAT recorders and
sound-level meters allow reliable ASEL and CSEL measure-
ments at relevant source–receiver distances. Wind-generated
noise affects ASEL and CSEL measurements to the same
extent~Schomer, 1986!. However, at least at greater source–
receiver distances, background noise from other environmen-
tal sounds, such as those from road traffic, may interfere with
ASEL measurements for the impulses produced by large
firearms and with CSEL measurements for the impulses pro-
duced by small firearms.

Consequently, if high-level background noise is continu-
ously present, appropriate propagation models are required.
Descriptions of a practical model that satisfactorily predicts
the 16-Hz to 4-kHz-octave-band levels for distances up to 15
km may be found in Salomonset al. ~1994! and in van den
Berg et al. ~1996!.

VI. GENERAL CONCLUSIONS

~1! For the whole set of impulse sound types produced
by various firearms ranging in caliber from 7.62 to 155 mm,
the annoyance rated in outdoor conditions was almost en-
tirely determined by~outdoor! ASEL of the impulses. The
explained variance,r 2, in the mean ratings by ASEL was
0.95. The relation between outdoor annoyance and CSEL
was much weaker (r 250.54).

~2! Similarly, the annoyance rated indoors with the win-
dows closed was much better predicted from outdoor
ASEL(r 250.87) than from outdoor CSEL(r 250.50). How-
ever, on the basis of both ASEL and the product (LCE

2LAE)(LAE2a), an almost perfect prediction of the annoy-
ance was obtained~multiple r 250.97!.

~3! For the entire set of impulses rated indoors with the
windows closed, the rating sound level,Lr , is given byLr

5LAE112 dB1b(LCE2LAE)(LAE2a), with a545 dB and
b50.015 dB21. For the outdoor annoyance ratings, the op-
timal parameter values were equal toa557 dB and, again,
b50.015 dB21.

~4! The present laboratory results led to an efficient gen-
eral method for rating a great variety of shooting sounds.
There is no need to develop separate procedures for different
categories of firearm calibers. There are just two relevant
acoustic measures: ASEL and CSEL.

~5! In validation studies, in which the effects of the
present rating procedure will be compared to existing data
reported in field surveys on the annoyance caused by shoot-
ing and road-traffic sounds, it has to be determined to what
extent the constantsa andb have to be adjusted.
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1In this example, the null hypothesis (H0) was that the four conditions with
different ASELs would yield identical annoyance ratings. The alternative
hypothesis (H1) was that the ratings would depend on ASEL. To testH0

againstH1 requires the construction of anF ratio between a specific mean
square in the numerator~with the degrees of freedom represented by df1!
and a mean square in the denominator~with the degrees of freedom repre-
sented by df2!. These mean squares are calculated in the analysis of vari-
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The sound intensity method is usually recommended instead of the pressure method in the presence
of strong flanking transmission. Especially when small and/or heavy specimens are tested, the
flanking often causes problems in laboratories practicing only the pressure method. The purpose of
this study was to determine experimentally the difference between the maximum sound reduction
indices obtained by the intensity method,RI ,max, and by the pressure method,Rmax. In addition, the
influence of adding room absorption to the receiving room was studied. The experiments were
carried out in an ordinary two-room test laboratory. The exact value ofRI ,max was estimated by
applying a fitting equation to the measured data points. The fitting equation involved the dependence
of the pressure-intensity indicator on measured acoustical parameters. In an empty receiving room,
the difference betweenRI ,max andRmax was 4–15 dB, depending on frequency. When the average
reverberation time was reduced from 3.5 to 0.6 s, the values ofRI ,max increased by 2–10 dB
compared to the results in the empty room. Thus, it is possible to measure wall structures having
9–22 dB better sound reduction index using the intensity method than with the pressure method.
This facilitates the measurements of small and/or heavy specimens in the presence of flanking.
Moreover, when new laboratories are designed, the intensity method is an alternative to the pressure
method which presupposes expensive isolation structures between the rooms. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1332377#

PACS numbers: 43.55.Rg, 43.55.Nd@JDQ#

I. INTRODUCTION

The purpose of this study was to determine experimen-
tally the difference,D, between the maximum measurable
sound reduction index using the intensity method,RI ,max,
and using the pressure method,Rmax. In addition, the effect
of receiving room absorption as a means to increase the
value ofRI ,max andD was studied experimentally. The value
of RI ,max was determined by applying mathematical fitting to
the measured data. Therefore, the criteria for the maximum
allowed pressure-intensity indicator,FpI , will be studied
theoretically and experimentally before the presentation of
the main results.

The determination of sound insulation using the pressure
method is difficult if the isolation between the test rooms is
not sufficient. This is usual when small and/or heavy speci-
mens are tested. The flanking via other surfaces than the
specimen can cause an overestimation of the radiated sound
power from the specimen. This leads to underestimation of
the sound reduction index~sound transmission loss!.

Using the pressure method, it is common practice that a
correction is made to the apparent sound reduction index of
the specimen,R8, to take into account the effect of flanking
transmission.1,2 The corrected sound reduction index,R, is
calculated by

R5210 log~102R8/102102RT8 /10! dB, ~1!

where RT8 is the apparent sound reduction index when the
specimen is covered with an additional panel. The panel is
used to completely prevent the sound transmission through
the specimen. Thus,RT8 is the apparent sound reduction index
when flanking is the dominant transmission path.

The correction of Eq.~1! can be made reliably when
RT82R8.6 dB. Otherwise, the uncertainty ofR will be con-
siderably increased. Thus, the maximum measurable sound
reduction index using the pressure method,Rmax, is deter-
mined by

Rmax5RT826 dB. ~2!

The value ofRmax depends on the structures of the test labo-
ratory and the specimen area.

The sound intensity method is usually recommended in-
stead of the pressure method especially when flanking trans-
mission causes problems.3–5 In this study, the sound reduc-
tion index obtained by the intensity method is designated by
RI while the pressure method is designated byR. It could be
expected that the maximum measurable sound reduction in-
dex using the intensity method,RI ,max, is larger thanRmax.
However, the determination ofRI ,max is not as simple as the
determination ofRmax because one heavy specimen with a
high sound reduction index can suffice to determineRT8 cor-
rectly.

The value ofRI ,max has to be determined at the limit
where sound intensity measurements become invalid. It is
well known that the validity of intensity measurements is
determined by the pressure-intensity indicator,FpI . Thus,a!Electronic mail: valtteri.hongisto@occuphealth.fi
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the value ofRI ,max is determined at the point whereFpI

equals the maximum allowed value ofFpI . In principle, it is
necessary to find a specimen that exactly represents the value
of RI ,max at every frequency band. This is a difficult task
even for a single frequency band. To avoid a large number of
measurements, the value ofRI ,max was estimated by using
mathematical fitting on measured data. The mathematical fit-
ting equation involves the dependence ofFpI on RI and cer-
tain physical and acoustical parameters.

Machimbarrena and Jacobsen recently studied the clas-
sical problem concerning the difference in the sound reduc-
tion index obtained with the pressure and the intensity
methods.6 They found that, using the latest intensity mea-
surement equipment with very small phase mismatch,7 and
sufficiently large and diffuse transmission rooms, where also
the pressure method produces true results at low frequencies,
the difference between the methods was below 1 dB through-
out the frequency range 80–6300 Hz. No Waterhouse cor-
rection was needed. It was concluded that the only signifi-
cant difference between the pressure and intensity methods
was that the intensity method could not be used when the
specimen is sound-absorbing on the receiving room side.

In our opinion, there is another, and even more impor-
tant, difference between the pressure method and the inten-
sity method. It is probable that the maximum measurable
sound reduction index using the intensity method,RI ,max is
considerably larger thanRmax. This can be anticipated be-
cause the intensity method is insensitive to stable extraneous
sound sources. In addition, strong receiving room absorption
should increase the value ofRI ,max because it decrease the
intensity of extraneous noise. This should mean that wall
structures with higher sound reduction index could be mea-
sured with the intensity method than with the pressure
method. However, there are no theoretical or experimental
reports available where the value ofRI ,max has been deter-
mined. The purpose of this study is to fill this gap in the
literature.

II. FACTORS AFFECTING THE PRESSURE-INTENSITY
INDICATOR

The quality of intensity measurements is largely deter-
mined by the pressure-intensity indicator

FpI5Lp2LI dB, ~3!

whereLp is the average sound pressure level~re 20 mPa! and
LI is the average sound intensity level~re 1 pW/m2! at the
measurement surface. The value ofFpI depends on the sound
field and the phase mismatch of the two-channel measure-
ment equipment. It is desirable that the phase mismatch of
the equipment is very small so thatFpI depends mainly on
the sound field.

Gade8 showed that there is a maximum allowed value of
FpI , which should not be exceeded during measurements as
follows:

FpI,Ld5spI,02K dB, ~4!

whereLd is the dynamic capability of the measurement de-
vice andspI,0 is the pressure-residual intensity index of the
measurement equipment. The bias error factorK57 dB was

used in this study. This guarantees that the error due to phase
mismatching of the measurement equipment is smaller than
1.0 dB.9 When the condition of Eq.~4! is applied, the re-
sidual intensity does not contaminate the intensity measure-
ments and the value ofFpI depends on the properties of the
sound field.

It is important to know the factors affecting the value of
FpI becauseFpI is used to estimate the value ofRI ,max. There
are eight factors due to the sound field and the environment.
These factors will be introduced below, including a review
of the related literature.

~1! The absorption area of the receiving roomA2 . Ab-
sorption decreases the reverberant component of the extrane-
ous noise. The extraneous noise comprises three compo-
nents: flanking sound, direct sound~after the first reflection!,
and background noise. It is well known that the effect of the
reverberation time on the intensity sound reduction index is
below 1 dB.10–13 Unfortunately, these investigations were
made using specimens with a low sound reduction index.
Thus, the flanking ratio was negligible.

Jonasson determined the maximum allowed value ofFpI

during the sound insulation test tests.13 Two intensity mea-
surements were made with equal sound power in the source
room. During the first measurement, the receiving room was
empty. During the second measurement, the reverberation
time of the receiving room was considerably reduced. The
intensity levels were almost equal in these two cases when
the equation

FpI,10 dB ~5!

was valid. This result agreed with the previous results of
Copset al.11 Unfortunately, the dynamic capability index of
the intensity measurement equipment was not reported. It
cannot be estimated whether Eq.~5! was in conformance
with Eq. ~4! or not. Therefore, Eq.~5! cannot be generalized.
In a physical sense, Eq.~4! is the correct condition forFpI .

8

According to Fahy, who also applied Eq.~4!, the maximum
allowed value ofFpI was 13 dB.14

It should also be noted that the phase matching of new
sound intensity probes has improved a lot during the last 10
years. According to Machimbarrena and Jacobsen,6 the value
of Ld was between 12–24 dB, when Eq.~4! was applied.
Thus, high values of the dynamic capability index enable
reliable intensity measurements in very reactive environ-
ments. This should considerably increase the value ofRI ,max

compared to the 10-dB limitation of Eq.~5! or the 13-dB
limitation given by Fahy.

~2! The area of the specimenS. The larger the area of
the specimen the smaller the area of the flanking construc-
tions and the larger the proportion of the direct sound. Thus,
FpI increases with decreasing specimen area. The sound
pressure level in the receiving room increases by approxi-
mately 3 dB if the area of the specimen is doubled, provided
that the flanking ratio is small. Fahy presented a simple
theory, which described the dependence ofFpI on the absorp-
tion area of receiving roomA2 and specimen areaS, as
follows:14
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FpI>9110 log
S

A2
dB. ~6!

Acceptable values are obtained whenS/A2,2.5 holds. It
was concluded that ‘‘in any case, the introduction of a few
square meters of absorbent blanket into a receiving room will
usually ensure that the bias error is negligible.’’ However,
Eq. ~6! does not consider the effect of flanking and a more
developed model is needed to calculate the value ofFpI .

~3! The flanking ratiohF . Van Zyl and Erasmus15 stud-
ied theoretically the effect of the receiving room absorption
A2 , the specimen sizeS, and the flanking ratiohF on FpI .
The flanking ratio was determined as the ratio of sound pow-
ers radiated by flanking surfaces and specimen. It was clearly
shown that the effect of flanking on the pressure-intensity
indicator ~reactivity! is very strong. Unfortunately, no mea-
surement results were presented to verify the theory. The
flanking ratio increases with increasing sound reduction in-
dex of the specimen provided the flanking via specimen is
constant. In this study, this theory will be applied in the
calculation of RI ,max and the theory will be verified with
different values ofhF andA2 .

~4! The geometric near-field effect. The value ofFpI

was reduced with increasing measurement distance. Hong-
isto and Saine studied the sound power of a large diesel
engine~73232 m! using intensity and pressure methods.16

The measurements were done at a distance of 0.5 m because
of the small space around the engine. It was found that the
pressure method resulted in systematically higher values of
sound power than the intensity method. The average value of
FpI was 3 dB higher than expected on the basis of the acous-
tical environment. It was suggested that the reason was geo-
metric near-field effects. The value ofFpI was increased be-
cause the intensity probe detected strong intensity
components, which were not in the direction of the probe
axis. The radiation of the source was not uniformly distrib-
uted. Near-field effects can also be expected to affect sound
insulation measurements using the intensity method, which
involves near-field measurements of a large surface. For ex-
ample, Lai and Qi studied the effect of measurement distance
on FpI .

12 Because of geometric near-field effects, the value
of FpI would not reach zero even though the receiving room
were anechoic and the surface radiated uniformly. Zero can
be obtained only in a free field for a propagating plane wave.
However, the effect of near-fields is probably small, a few
decibels. It can be expected that the geometric near field
affects the values ofFpI only when the strongest contributors
of FpI , reverberation time and flanking, are negligible. Oth-
erwise, reverberation and flanking mask the effect of the geo-
metric nearfield.

~5! The absorption coefficient of the specimen on the
receiving room side,aS . Van Zyl, Erasmus, and van der
Merwe17 and van Zyl, Erasmus, and Andersson18 presented a
theory for assessing the intensity measurement error caused
by a sound-absorbing test specimen. A sound-absorbing
specimen leads to underestimation of the true sound intensity
if the intensity of extraneous sound is sufficiently high. This
leads to overestimation of the sound reduction index. The
error was shown to depend on flanking ratio, absorption co-

efficient of specimen, specimen area, and receiving room ab-
sorption. Low absorption coefficient of the specimen can
also cause underestimation of the true intensity if the extra-
neous noise is strong. A few experiments were presented to
validate the theory. A sound-absorbing specimen decreases
the value ofFpI compared to a hard specimen because the
amplitude of the reflected extraneous intensity is reduced.

Hongistoet al.19 and Hongisto20 studied several speci-
mens using the intensity method. The average value ofFpI

increased from 2 to 10 dB when the sound reduction index
increased from 15 to 65 dB, respectively. The increase ofFpI

was caused by the increased contribution of flanking trans-
mission to the receiving room. The reverberation time of the
receiving room was very short because of a sound-absorbing
backwall. The effect of the sound-absorbing specimen on the
accuracy of intensity measurements was calculated according
to van Zyl et al.18 According to the calculations, a typical
hard wall with a sound absorption coefficient of approxi-
mately 0.05 did not cause sound intensity measurement er-
rors larger than 0.5 dB. It was obvious that the intensity
measurement error would occur, if the specimen were
strongly sound-absorbing.

Machimbarrena and Jacobsen6 studied the effect of a
sound-absorbing specimen on sound insulation measure-
ments using the intensity method. When the specimen was
covered with a 70-mm layer of glasswool in the receiving
room, the results obtained with the intensity method overes-
timated the result by as much as 5 dB.FpI decreased by a
few decibels, which agreed with the theory.

~6! Vortices ~recirculating intensity! can increase the
value of FpI when the distance between the measurement
surface and the specimen is small~below 50–100 mm!.12,14

Typically, vortices cause strong fluctuations in sound inten-
sity and also local negative values of sound intensity, but
they do not contribute to the radiated power in the far field.
This factor was not considered in this study because the mea-
surement distances were over 100 mm.

~7! Inherent background noise of the room. Background
noise may be a problem when specimens with a high sound
insulation are tested and the source room level is not suffi-
ciently high. This factor was taken into account in this study
because the source room levels were sufficient.

~8! The shape of the receiving room. It has been ob-
served that when strong standing waves occur in the receiv-
ing room between the specimen and the backwall, negative
values ofFpI can be obtained.19,21Standing waves are typical
especially at low frequencies. This factor was not taken into
account in this study because negative values were not ob-
served in this laboratory.

III. MATERIALS AND METHODS

A. The calculation of FpI under different measurement
conditions

The purpose of this section is to present a model for
calculating the value ofFpI under different measurement
conditions. This model will be applied in the results, to ex-
trapolate the measured data and to facilitate the determina-
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tion of RI ,max. In the following model, the factors 1, 2 and 3
presented in Sec. II are studied theoretically. This model was
introduced by van Zyl and Erasmus.15

The pressure-intensity indicator at the measurement sur-
face is defined as the ratio between the total pressureP ~Pa!
and the intensity to be measured at the measurement surface
I ~W/m2! as follows:

FpI510 log
P2/rc

I
dB, ~7!

wherer is the density of air~kg/m3! and c is the speed of
sound in air~m/s!. The fractionh of the total energyW ~W!
in the receiving room is transmitted through the test speci-
men. The direct intensity is thus

I 5
hW

S
, ~8!

whereS is the area of the specimen~m2!. According to the
plane wave model, the sound pressure caused by the speci-
men is

PS
25

hWrc

S
. ~9!

The reverberant field contains both flanking sound and sound
radiated by the specimen itself. The energy of the reverberant
sound field is (12a2)W when the reduction in sound energy
during the first reflection from the walls is encountered.22

The average reverberant pressure in the middle of the room
is approximated by

PR
25

4W~12a2!rc

A2
, ~10!

wherea2 is the average absorption coefficient of the receiv-
ing room. Near the test specimen, the total pressure is the
sum of the direct sound radiated by the specimen,PS , and
reverberant sound,PR . Because of the interference caused
by a rigid specimen, 3 dB can be added to the reverberant
contribution and the result is

P25PS
212PR

2. ~11!

If the specimen is sound-absorbing, the 3-dB addition is an
overestimate. The sound absorption coefficient of the speci-
men on the receiving room side was assumed to be zero.
This was justified because most wall structures are acousti-
cally hard. Because the flanking ratio was high, causing a
potential intensity measurement error even in the case of
negligible specimen absorption, this subject will be returned
to in the discussion.

Assuming that the average absorption of the receiving
room boundaries is small (a2!1), we obtain

P25S h

S
1

8

A2
DWrc, ~12!

and the pressure-intensity indicator at the surface of the test
specimen becomes

FpI510 logS 11
8S

hA2
D510 logF118~hF11!

S

A2
G dB.

~13!

The flanking ratiohF is determined as the ratio of the ener-
gies radiated by the flanking surfacesWF and the specimen
WS as follows:

hF5
WF

WS
5

12h

h
510~RI2RT8 !/10. ~14!

When the flanking ratio is negligible, Eq.~13! is practically
equal to Eq.~6!. The flanking transmission was assumed to
be constant in this study. This was justified because all mea-
surements were carried out in the same test opening. Thus,
the flanking ratio could simply be adjusted by varying the
sound reduction index of the specimen.

According to the first fitting trials, Eq.~13! systemati-
cally overestimated the values ofFpI by 0–2 dB compared to
the measuredFpI . ~The first fitting trials were performed in a
similar way as will be explained below.! The bias increased
as the receiving room absorption increased andRI decreased.
As mentioned in Sec. II, it is probable that near-field effects
are independent ofhF and A2 , but they can depend on the
measurement distance from the specimen. The dependence is
unknown and difficult to determine. A simple linear adapta-
tion parameter NF corresponding to the near-field effects was
added to Eq.~13! as follows:

FpI5NF110 logF118~10~RI2RT8 !/1011!
S

A2
G dB. ~15!

NF was not directly measurable, unlike the other parameters
of this equation. Thus the value of NF was allowed to float
during the mathematical fitting.

Equation~15! describes the dependence ofFpI on acous-
tical conditions. In addition,FpI depends on the dynamic
capability Ld of the intensity measurement system because
there is always a small residual intensity component origi-
nating from the phase mismatch of the measurement system.8

However, the effect of the residual intensity component is
smaller than 1 dB when Eq.~4! is valid.23 Because the range
FpI.Ld is beyond the scope of this study, Eq.~15! was
found to be adequate to make the mathematical fitting.

B. Determination of RI,max using nonlinear least
squares fitting

The nonlinear least squares fitting procedure, based on
the Levenberg–Marquardt algorithm, was used to fit Eq.~15!
to the measured (RI ,FpI) data.24 This is the method usually
used to fit a mathematical expression to the measured data.
The calculation was done using Origin 6.0 software. The
quality of fitting results was monitored by the chi square
parameter defined by

x25(
i 51

N
~FpI,meas

i 2FpI,pred
i !2

N21
, ~16!

whereFpI,pred is the predicted value given by Eq.~15! and
FpI,measis the measured value.N is the total number of data
points ~specimens! used in the fitting. The software calcu-
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lates the optimum parameters of NF to Eq.~15!, which give
the smallest possible value of thex2 parameter. The smaller
the value of thex2 parameter, the better the fit found be-
tween the fitted curve and the measured data. Smallx2

means that there are probably no other physical factors ex-
plaining the value ofFpI than those presented in Eq.~15!.

When the floating parameter NF was calculated, the
value ofRI ,max was determined. Equation~4! was used as the
boundary condition forFpI in Eq. ~15!. Thus, the result is

RI ,max5RI u~FpI5Ld!

510 logF 10~Ld2NF!/1028
S

A2
21

8
S

A2

G1RT8 dB.

~17!

The main benefit of this equation was that the graphical de-
termination ofRI ,max could be avoided.

C. The materials used for adjusting the sound
absorption in the receiving room

Four different reverberation times of the receiving room
were used to study the effect of absorption area onRI ,max.
The notations A0, A1, A2, and A3 were used to label four
different cases. The areas of additional absorbents were 0,
5.7, 15.0, and 21.7 m2, respectively. The reverberation times
T2 in cases A0–A3 are presented in Fig. 1. The correspond-
ing absorption areasA2 are presented in the results. Mobile
mineral wool elements of size 2900316003100 mm3 were
mainly used. The absorbents were distributed throughout the
room against the walls and the floor to make the diffusion as
high as possible.

D. The test specimen used in sound insulation
measurements

Eight specimens were investigated to adjust the degree
of flanking sound in the receiving room. A total of 24 mea-
surements were made with the intensity method and 8 mea-
surements with the pressure method. Each specimen was
measured once with the pressure method~A0! and two to
four times with the intensity method, using different cases of
receiving room absorption~A0–A3!. The specimen was not
removed between cases A0 and A3 to guarantee repeatability
conditions. For specimens 1–4, only cases A0–A2 were
used. For specimens 5–8, case A2 was replaced by case A3
to get lower values ofFpI and higher acceptable values of
RI .

The size of the test specimen was constantlyS
52.5 m2. The specimens were mounted in the small test
opening of the same size. The use of the small specimen size
was justified by the fact that flanking problems occur more
often with small specimen size.

It was essential to obtain a large range ofRI and FpI

values to have a broad basis of data for the mathematical
fitting procedure. It was also important to have sufficient
data points close toLd to obtain a better accuracy ofRI ,max.
Therefore, half of the specimens were thick and heavy (Rw

.70 dB) so that high values ofFpI due to strong flanking
could be obtained.

The surface masses of the specimens were within 21–
138 kg/m2 ~see Table I!. The specimens comprised 1–5 pan-
els with ~sound-absorbing! cavities between them. The total
thickness of the specimen varied in the range 50–390 mm.
There were no sound-absorbing faces on the receiving room
side of the specimen. The sound reduction indices were in
the range 11–106 dB, depending on the frequency.

In this study, the flanking ratio was adjusted by using
specimens with different sound reduction index. It could be
possible to make the adjustment by using artificial sound
sources in the receiving room. Thus, only one specimen
would be sufficient. This approach was not used because the
results obtained by artificial flanking would not be very con-
vincing in the long term.

FIG. 1. The reverberation time of the receiving room in the four different
cases of receiving room absorption A0, A1, A2 and A3.

TABLE I. The summary of sound insulation measurements in decibels in
the different cases of receiving room absorption A0–A3. The first four col-
umns represent the intensity method and the fifth column represents the
pressure method. The superscript shows the number of frequency bands,
which were rejected due to flanking. The surface massm and the thickness
h of the specimens are presented in the final columns.

Method RI ,w Rw m h
Case A0 A1 A2 A3 A0 ~kg/m2! ~mm!

Specimen
1 40 40 40 39 21 50
2 7512 7311 734 5916 67 290
3 7815 8010 5916 125 310
4 49 49 49 48 78 60
5 64 65 65 65 597 44 120
6 723 723 73 5915 102 250
7 7716 7814 807 5916 138 390
8 28 28 28 26 10 50
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E. The test laboratory

The test laboratory, the measurement equipment, and the
small test opening used in this study are presented in Fig. 2.
The walls of the source room were made of 160-mm con-
crete, the ceiling was made of 190-mm concrete, and the
floor was a 265-mm hollow concrete slab which extended
uniformly below the test rooms. The receiving room was
isolated from the building, unlike the source room. The
structural isolation of the receiving room reduced the back-
ground noise level by 15–25 dB compared to the source
room. The walls of the receiving room were made of 150-
mm-thick porous concrete and they were isolated from the
common intermediate floor using 45 small rubber isolators.
The ceiling was lightweight and supported above the walls.
The floating floor was made of chipboard on top of mineral
wool plates. The space between the rooms was 70–80 mm
and it was filled with mineral wool plates.

Two separate test openings were built to couple the
rooms. A small test opening (S52.5 m2) was used in this

study. The frames of the opening were made of 26-mm-thick
plywood plates. The frames in walls 1 and 2 were separated
by a 10-mm-thick air cavity, which was sealed with rubber
seal and tape. The large test opening~10 m2! was covered
during this study with a 480-mm-thick multilayer structure.
According to intensity measurements, the flanking was
smoothly distributed to the room surfaces.

F. Sound insulation measurements using the
pressure method

The apparent sound reduction indexR8 was determined
by1

R85Lp12Lp2110 log
S

A2
dB, A25

0.16V2

T2
, ~18!

whereLp1 andLp2 are the average sound pressure levels in
the source room and receiving room, respectively, andV2 is
the volume~m3! of the receiving room. Equation~1! was

FIG. 2. Top: The layout drawing of the test rooms including the measurement device. The volumes of the rooms were 81 and 113 m3. Left: Section layout
A-A through the small test opening. Right: The top view of the small test opening including the schematic structure of specimen 5.
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used to calculate the final sound reduction indexR, if R8
,R8T215 dB.

All sound signals were analyzed using a two-channel
real time analyzer~Brüel & Kjær 2133!. The test signal of
the source room was generated using two loudspeakers
driven by two uncorrelated noise generators. The sound pres-
sure levels were 100–105 dB at each third octave band. The
sound pressure levels in both rooms were measured simulta-
neously using a condenser microphone~Brüel & Kjær 4165
equipped with preamplifier 2669!. Both microphones were
mounted on a rotating microphone boom~Brüel & Kjær
3923! with a rotating radius of 100 cm. The averaging time
was 64 s, the same as the rotation time of the boom. The
background noise level was always at least 6 dB lower than
the level of the test signal.

The reverberation time in the receiving room was mea-
sured using two loudspeaker positions and six microphone
positions for each loudspeaker position. Altogether 12 de-
cays were averaged using the decay range25 dB to225 dB.
All pressure measurements were done without additional
room absorption~A0!.

G. Sound insulation measurements using the
intensity method

The intensity sound reduction indexRI was determined
by5

RI5Lp1262LI110 logS 11
S2l

8V2
D dB, ~19!

where LI is the sound intensity level at the measurement
surface,S2 is the total area of receiving room surfaces~m2!,
andl is the wavelength of sound in air~m!. The last term, or
the Waterhouse correction, was applied to all intensity mea-
surements to makeRI more comparable withR.

The sound pressure level in the source room was deter-
mined as above. The sound intensity radiated by the test
specimen was measured using a two-dimensional traversing
system specified previously.19 The sound intensity probe
~Brüel & Kjær 3545! comprised two phase-matched con-
denser microphones~Brüel & Kjær 4181! separated by a
12-mm spacer. Both the source room microphone and the
sound intensity microphones were calibrated using a piston-
phone calibrator~Brüel & Kjær 4220!. The pressure-residual
intensity indicator of the probespI,0 was determined using a
small calibration chamber~Brüel & Kjær 3541!. The results
are shown in Table II.

Discrete intensity measurement points were used. The
measurement grid comprised 14 vertical points and 7 hori-
zontal points throughout this study. The horizontal and ver-
tical distances between adjacent measurement points were
16.1 and 15.7 cm, respectively. A planelike measurement
surface was used. The measurement surface was in the vicin-
ity of the niche so that no leakages or gaps were formed
between the measurement surface and the test opening. The
measurement distanced from the specimen varied in the
range 12–35 cm because the measurement grid was fixed
and the thickness of the specimen varied. The variation ind
could also affect the exposure to geometric near-field effects.

It is recommended thatd should be between 0.1 and 0.3 m,
and that the distance between adjacent points should be
smaller thand.5 This rule was not obeyed for specimen 7,
having d512 cm. It is very unlikely that this caused inten-
sity measurement errors because the radiation of the sound
was uniformly distributed.

H. Absorption coefficient of the specimen

The normal incidence acoustic absorption coefficient
was measured using the standing wave method.25 The sound
pressure level inside the standing wave tube~Acoumet! was
measured using a condenser microphone~Brüel & Kjær
4165! placed inside a moving trolley. The sound was trans-
mitted to the trolley via a hollow rod~B53 mm!. The sound
pressure level was analyzed in1

3-octave bands. It has been
found to be possible to measure absorption coefficients be-
tween 0.02 and 0.996 with this tube.

IV. RESULTS

A. Overview of the measurements

Eight specimens were studied. Eight tests were carried
out using the pressure method and 24 tests using the intensity
method. The measured raw data,RI , FpI and R8, are not
presented in this article, but a summary is presented in Table
I. The result of each test is summarized in the form of
weighted sound reduction index.26 The number of rejected
frequency bands is indicated in superscript. In the presence
of rejected bands, the declared value was an underestimate.
In the case of the pressure method, the rejected bands were
those bands where the apparent sound reduction indexR8
exceeded the maximum measurable sound reduction index
Rmax @see Eq.~2! and Table II#. In the case of the intensity
method, the rejected bands were those bands where the sur-
face pressure-intensity indicatorFpI exceeded the dynamic
capability indexLd @see Eq.~4! and Table II#.

The number of rejected bands was much lower with the
intensity method. It is also obvious that the number of these

TABLE II. The dynamic capability index of the intensity measurement
equipmentLd and the maximum measurable sound reduction index using
the pressure methodRmax. They were determined from the measured values,
spI,0 andRT8 according to Eqs.~4! and ~2!, respectively.

f
~Hz!

spI,0

~dB!
Ld

~dB!
RT8

~dB!
Rmax

~dB!

100 13.2 6.2 36.4 30.4
125 14.8 7.8 41.9 35.9
160 16.8 9.8 47.0 41.0
200 18.6 11.6 52.5 46.5
250 21.2 14.2 56.5 50.5
315 22.5 15.5 61.6 55.6
400 22.6 15.6 65.4 59.4
500 21.4 14.4 70.3 64.3
630 19.3 12.3 75.3 69.3
800 18.7 11.7 78.8 72.8

1000 17.8 10.8 82.1 76.1
1250 18.5 11.5 83.9 77.9
1600 18.5 11.5 84.4 78.4
2000 17.8 10.8 86.2 80.2
2500 17.5 10.5 86.9 80.9
3150 17.9 10.9 90.4 84.4

260 260J. Acoust. Soc. Am., Vol. 109, No. 1, January 2001 Hongisto et al.: Maximum measurable sound reduction index



bands decreased as the amount of absorbent increased.

B. The maximum allowed FpI

The dependence of the measured sound intensity on the
receiving room absorption was studied. The sound intensity
through one of the heaviest specimens~specimen 6! was
measured with varying receiving room absorption~A0, A1,
and A3! and constant source room level. The results are pre-
sented in Fig. 3. The most accurate case was assumed to be
case A3 because Eq.~4! was fulfilled at each frequency and
the reverberation time was shortest. The largest overall dif-
ference between the cases occurred at 200 Hz, where the
difference between case A0 and the case A3 was 1.6 dB.
Above 200 Hz, the largest differences from the case A3 were
below 1.0 dB. The intensity levels were overestimated when
Eq. ~4! was violated. Therefore, the intensity levels de-
creased with increasingA2 at low frequencies as shown in
Fig. 3.

The sound intensity was practically independent of the
reverberation time andFpI whenFpI was below 13 dB. Sev-
eral examples could be presented, which lead to the same
conclusion. Therefore, there is no actual reason to use the
condition of Eq.~5!. Instead, Eq.~4! was applied as proposed
in Sec. II. As a result, higher values ofRI ,maxcan be obtained

because the intensity method can be reliably used in the pres-
ence of stronger extraneous noise or flanking.

C. The pressure method, Rmax

The maximum measurable sound reduction indexRmax

was determined by Eq.~2! on the basis of specimens 2, 3, 5,
6, and 7. For these specimens,Rw remained constant while
RI ,w varied within 64–80 dB. It was not possible to measure
values higher thanRw559 dB using the pressure method.
Thus, the average sound pressure in the receiving room was
entirely determined by flanking. The values ofRT8 andRmax

FIG. 3. The sound intensity levelsLI ~upper curves! and the corresponding
pressure-intensity indicatorsFpI ~lower curves! measured for specimen 6
with three different room absorptions A0, A1, and A3. The source room
level was constant in each case. The dynamic capability indexLd is also
presented.

FIG. 4. Two examples of the fitting results.~j! measured points.~———!
The nonlinear fitting curve according to Eq.~15!. Graph~a! is an example of
the graphic determination ofRI ,max. Data points marked by an arrow were
removed from the fitting data as Eq.~4! was violated.
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are presented in Table II. They are valid for the small test
aperture used in this study. The third-octave-band values of
RT8 were combined from the highest values observed for
specimens 2, 3, and 7, representing the specimens with high-
est sound insulation.

D. The intensity method, RI,max

The maximum measurable sound reduction index using
the intensity methodRI ,max was determined separately in
four cases of receiving room absorption, A0–A3. Two ex-
amples of a total of 64 fitting curves according to Eq.~15!
are presented in Fig. 4. The complete fitting data are shown
in Table III.

Figure 4~a! shows, graphically, the principle for deter-
mining the value ofRI ,max. Each data point is marked by a
number indicating the specimen from which the data have
been obtained. The data of specimens 2, 7, and 3 were re-
moved from the fitting data because of their violation of Eq.
~4!. Thus, the fitting was based on five data points.

The value ofRI ,max was determined at the point where
the value ofFpI equalsLd . This is the condition of Eq.~4!.
In Fig. 4~a!, the determination ofRI ,max could have been
reasonably accurate using visual deduction, without the need
for a fitting function. In several cases, as shown in Fig. 4~b!,
this was not possible because there were no measured data
points close to the limitFpI5Ld . Thus, the use of math-
ematical fitting was justified. It can be seen in Fig. 4~b! that
the fitting curve results in overestimated rather than underes-
timated values ofFpI . According to visual estimation of 64
fitting curves, this was finding was valid in most cases. As a
result, the values ofRI ,max were not overestimated by the
mathematical fitting method.

The values ofRI ,max for each case, A0, A1, A2, and A3,
were calculated according to Eq.~17! using the data in Table
III. The results ofRI ,max are presented graphically in Fig. 5.
The values of the maximum measurable sound reduction in-

dex using the pressure method,Rmax, are shown as a refer-
ence. The maximum correction of Eq.~1!, 11.3 dB, was
included inRmax.

The difference between the maximum measurable sound
reduction indices using the intensity method and the pressure
method, abbreviated byD, was calculated for cases A0 and
A3. When the intensity method was combined with strong
receiving room absorption~A3!, it was possible to measure
9–22 dB higher values of the sound reduction index than
with the pressure method, depending on the frequency. In the
case of the empty receiving room~A0!, it was possible to
measure 4–15 dB higher values of the sound reduction index
than with the pressure method. Thus, the influence of adding
room absorption was 2–10 dB.

The exact numerical values obtained forD are not di-
rectly applicable to all laboratories because the specimen ar-
eas and receiving room absorption areas can be very differ-
ent. However, the main trends of the results are directly
applicable to all laboratories, independent of theRmax of the
laboratory. Wall structures with higher sound insulation can
be measured when the intensity method is used. This result is
of practical value for laboratories where the structural isola-
tion between the rooms is not sufficient to carry out pressure
measurements for specimens with high sound insulation. In
addition, this result is of great value to any laboratory when
small specimens are tested.

V. DISCUSSION

At the beginning of the study, the predictions of Eq.~6!
were compared to the experimental values ofFpI . Figure 6
includes the measuredFpI of the heaviest specimen 7 and the
lightest specimen 8 in cases A0 and A3. The only test that to
some extent agreed with Eq.~6! was the light specimen 8 in
case A0 when flanking was negligible and receiving room
absorption low. Otherwise, flanking seemed to be the main
factor in defining the value ofFpI . When the flanking ratio

TABLE III. The fitting results according to Eq.~15! in cases A0–A3. The number of performed tests in cases A0, A1, A2, and A3 were 8, 7, 5, and 4,
respectively.

f
~Hz!

Case A0 Case A1 Case A2 Case A3

A2

~m2!
NF
~dB! x2 N

A2

~m2!
NF
~dB! x2 N

A2

~m2!
NF
~dB! x2 N

A2

~m2!
NF
~dB! x2 N

100 14.7 20.56 0.21 5 15.7 0.24 0.36 6 17.3 20.19 0.40 4 23.1 20.12 0.08 3
125 11.0 20.70 0.56 4 12.7 20.80 0.29 5 17.3 20.45 0.13 4 33.3 0.39 0.81 3
160 7.1 20.68 0.52 4 9.4 20.91 1.17 4 15.4 20.72 1.07 3 23.8 21.15 2.89 3
200 5.8 20.53 0.17 5 10.1 20.20 0.07 5 17.7 20.16 0.00 3 33.2 20.47 2.34 4
250 5.1 21.49 0.77 5 9.8 21.20 0.54 6 20.3 20.83 1.51 5 37.3 20.41 2.09 4
315 4.6 21.38 1.35 5 10.4 21.03 1.67 7 20.2 20.44 0.89 5 27.2 20.53 2.65 4
400 3.9 21.36 1.51 5 8.9 20.98 1.15 5 19.0 0.11 0.41 3 23.6 21.24 4.36 4
500 3.6 20.81 1.52 5 8.8 20.41 1.09 5 20.4 20.20 7.60 4 26.2 0.01 4.08 4
630 3.6 20.12 0.90 5 8.9 0.38 0.65 5 20.4 1.93 0.09 4 26.3 1.09 5.09 4
800 3.6 20.22 0.33 5 9.1 0.65 0.32 5 21.5 2.57 0.30 3 27.2 2.74 0.36 3

1000 3.7 0.48 0.12 5 8.9 1.14 0.17 5 20.5 1.89 4.84 4 30.0 2.44 6.90 4
1250 4.2 0.08 0.03 5 9.6 20.12 2.57 7 20.8 1.04 3.43 5 31.6 2.01 2.79 4
1600 6.1 0.22 0.72 6 11.4 0.64 1.30 6 21.6 1.61 1.33 5 34.9 2.23 0.73 4
2000 6.5 0.50 0.18 6 11.5 1.29 0.16 6 21.8 2.11 0.79 5 34.9 2.60 0.60 4
2500 7.3 20.07 0.28 7 12.3 0.75 0.16 6 22.6 2.01 0.21 5 36.6 2.07 0.37 4
3150 8.3 0.67 0.23 6 13.4 1.40 1.56 6 22.6 2.95 2.60 5 37.2 3.24 2.05 4
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and the absorption were strong, like in case A3 for specimen
7, Eq.~6! gave large underestimations. Thus, the application
of Eq. ~15! was justified.

On average, the fitting results were satisfactory and it
can be assumed that the most important factors affecting the
value ofFpI were included in the fitting equation. The aver-
age value of thex2 parameter was 1.35, varying in the range
0.004–7.60. Thex2 parameter slightly increased with in-
creasing receiving room absorption. In cases A0 and A1, the
x2 parameter was independent of frequency. In cases A2 and
A3, thex2 parameter was occasionally higher at middle fre-
quencies. On average, the fitting was very successful even
though the number of accepted data pointsN was quite
small. It was on average 4.67, varying in the range 3–7. The
value ofN was not constant because the number of measured
specimens in cases A0–A3 varied and some data points were
rejected due to violation of Eq.~4!. Examples of such points
are marked with arrows in Fig. 4.

Figure 4~a! represents one of the best fitting results and
Fig. 4~b! represents one of the poorest. Most fitting curves
fitted the measured data as is shown in Fig. 4~a!. It is notable
that the fit of data was good also at low frequencies. Even
though some data points were removed from the fitting data
basis due to the violation of Eq.~4!, the fitting curve agreed

quite well with these removed points as is shown in Fig. 4~a!.
The theory of Eq.~15! seemed to be appropriate even at high
values ofFpI . The values ofFpI aboveLd did not begin to
behave in a totally unexpected way.

The example in Fig. 4~b! represents one of the poorest
fitting results wherex256.9. In this case, the reason for the
largex2 value was the small values ofFpI . In cases A2 and
A3, and above 1000 Hz, the value ofFpI did not always
achieve the value of even 10 dB. The sound reduction indi-
ces were apparently too low for this study so that a high
flanking ratio could not be achieved.

This study was carried out with a constant specimen size
of S52.5 m2. It would be interesting to know the results
using a standard specimen size such as 10 m2. According to
Eq. ~18!, it is evident that by increasingS by a factor of 4,
the sound level in the receiving room increases by 6 dB,
assuming that flanking does not play an important role. The
effect of specimen area is similar both with the pressure
method and the intensity method: the values ofRmax and
RI ,max would increase by 6 dB ifS is increased from 2.5 to
10 m2. However, the value ofD does not depend onS.

Flanking and reverberation were usually the strongest
contributing factors toFpI . The influence of the geometric
near field onFpI could not be determined. It never occurred
that the geometric near-field effects were the only contribu-
tory factor ofFpI. When the receiving room absorption was
low and the flanking ratio high, extraneous noise masked the
contribution of near-field effects onFpI. The average value
of the fitted near field parameter, NF, increased systemati-
cally as the receiving room absorption increased. The values
of NF in cases A0–A3 were20.4, 0.1, 0.8, and 0.9 dB,
respectively. The values of NF increased with increasing fre-
quency in all cases. In cases A2 and A3, and above 630 Hz,
the fitted values of NF were continuously in the range 1–3

FIG. 5. The maximum measurable sound reduction indexRI ,max using the
intensity method in the different cases of receiving room absorption A0–A3.
The maximum measurable sound reduction indexRmax using the pressure
method is shown as a reference. The difference between the intensity and
the pressure method,D, is calculated for cases A0 and A3.

FIG. 6. The experimental verification of Eq.~6! on the basis of two extreme
cases of bothRI ,w and A2. Experimental data sets include 16 measured
frequency bands simultaneously. The area of the specimen wasS
52.5 m2.
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dB. These values were probably very close to the true values
of NF.

The influence of specimen absorption on the accuracy of
intensity measurements was not studied experimentally be-
cause all specimens were acoustically hard, as is typical for
most wall structures. Thus, the results of this study are valid
only for hard specimens. However, the acoustic absorption
coefficient of specimen 6 was determined with the imped-
ance tube method to get some idea of the absorption coeffi-
cient of the specimens. The normal incidence sound absorp-
tion coefficient of specimen 6 was in the range 0.02–0.05,
depending on the frequency.

If specimen absorption were to have an effect on the
measured intensity of specimen 6, this effect would be de-
pendent on the reverberation time of the receiving room.
When the reverberation time was high~A0!, the influence of
specimen absorption would be larger than with a short rever-
beration time~A3! because the intensity of the extraneous
noise was stronger. In case A0, the values ofLp,S and FpI

were, on average, 3.6 dB higher than in case A3 because the
amplitude of extraneous noise increased. However, the sound
reduction indices obtained for specimen 6 were independent
of receiving room absorption as could already be seen in Fig.
3. It could be assumed that case A3 represents a ‘‘true’’
result because of the lowest extraneous noise component. If
the measured sound intensity were markedly contaminated
by the absorbed intensity component in case A3, case A0
should have been even more contaminated because the sound
pressure level originating from the receiving room increased.
However, no increase of sound intensity level could be ob-
served from case A3 to case A0. Therefore, the influence of
specimen absorption is negligible for specimen 6 for all
cases A0–A3. As a result, the intensity measurements were
not contaminated by specimen absorption for specimens 1, 2,
4, 5, and 8, having lower sound insulation than specimen 6.
It is probable that the specimen absorption did not affect the
measurement accuracy of any specimens in this study.

It would be interesting to know what the effect would be
of adding more absorption material to the receiving room.
According to Fig. 5,RI ,max increased systematically, as the
receiving room absorption increased. However, the differ-
ence inRI ,max between successive cases A0–A3 converged.
In case A3, there was the highest practical amount of absor-
bent ~22 m2! that could be easily installed and removed. An
obvious improvement ofRI ,max would probably require more
than 40 m2 of absorbent in the receiving room, but this
would no longer be easy to handle during practical measure-
ments.

The values ofD were smaller at the lowest and highest
frequency bands than at the middle frequencies. The main
reason for the smaller values ofD at the frequency range
100–160 Hz was the violation of Eq.~4! when the heaviest
specimens were measured. With a 50-mm microphone
spacer, the dynamic capability index,Ld , is approximately
6.2 dB higher than with a 12-mm spacer.27 Thus, consider-
ably larger values ofRI ,max would have been achieved at low
frequencies if the 50-mm spacer had been used. As the upper
frequency limit of the 50-mm microphone spacer is 1250 Hz,
the measurement of the whole frequency range 100–3150 Hz

would have required measurements both with 12- and
50-mm spacers. Because the effect of the 50-mm spacer is so
evident onLd , measurements were not repeated with two
spacers.

The main reason for the small value ofD in the high
frequency range 630–3150 Hz was the small value ofLd .
This could be solved by using equipment with a smaller
phase mismatch, like that used by Machimbarrena and
Jacobsen.6,7 The smallest value ofD occurred at 1000-Hz
band in case A0. It was probably due to the coincidence of
very long reverberation time and small dynamic capability
index. In the frequency range 1600–3150 Hz, another reason
was insufficient sound insulation of the specimens. The val-
ues ofFpI did not always achieveLd or even 10 dB in cases
A2 and A3. One example of such a situation can be seen in
Fig. 4~b!. In such cases, the flanking ratio was small and the
desired situation, where flanking dominates, could not be
obtained. As a result, the values ofRI ,max were underesti-
mated. Heavier specimens would have been required to de-
termine the value ofRI ,max correctly. However, the values of
D in the frequency range 200–500 Hz were so convincing
that additional tests with heavier structures were not found
necessary.

The third possible explanation for the small value ofD
was that flanking via pathFd28 ~see Fig. 2! was not constant
for successive specimens. Its strength depends on the speci-
men and its mounting. The influence of flanking via pathFd
is that the sound reduction index of the specimen will be
underestimated. It is possible that this flanking path pre-
vented the observation of higher intensity sound reduction
indices at high frequencies. This could also explain the low
values ofFpI .

The most important factor affecting the values ofD and
RI ,max is the dynamic capability index of the measurement
equipment,Ld . In this study,Ld was in the range 6–16 dB.
The frequency dependences ofLd andD were very close to
each other, as can be seen by comparing Figs. 3 and 5. It is
probable that by increasing the value ofLd by using better
phase-matched intensity measurement equipment, the values
of RI ,max andD would have been higher.~The probe used in
this study was manufactured in 1992 and the microphones
are procured in 1997.! Thus, the development of better in-
tensity measurement equipments is recommended.

VI. CONCLUSIONS

~1! The value of the pressure-intensity indicator during
sound insulation measurements is determined by the
flanking ratio, the reverberation time of the receiving
room, the area of the specimen, the geometric near-field
effects and the pressure-residual intensity index.

~2! When the intensity method and strong receiving room
absorption are used, it is possible to measure consider-
ably higher values of the sound reduction index than
with the pressure method. This method is a significant
alternative to the pressure method because expensive
isolation structures between the test rooms can be par-
tially avoided. The difference between the maximum
measurable sound reduction indices obtained with the
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intensity method and the pressure method depends
mainly on the dynamic capability index of the intensity
measurement device.
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Long enclosures are spaces with nondiffuse sound fields, for which the classical theory of acoustics
is not appropriate. Thus, the modeling of the sound field in a long enclosure is very different from
the prediction of the behavior of sound in a diffuse space. Ray-tracing computer models have been
developed for the prediction of the sound field in long enclosures, with particular reference to spaces
such as underground stations which are generally long spaces of rectangular or curved cross section.
This paper describes the development of a model for use in underground stations of rectangular
cross section. The model predicts the sound-pressure level, early decay time, clarity index, and
definition at receiver points along the enclosure. The model also calculates the value of the speech
transmission index at individual points. Measurements of all parameters have been made in a station
of rectangular cross section, and compared with the predicted values. The predictions of all
parameters show good agreement with measurements at all frequencies, particularly in the far field
of the sound source, and the trends in the behavior of the parameters along the enclosure have been
correctly predicted. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1329617#

PACS numbers: 43.55.Br, 43.55.Ka, 43.55.Gx, 43.55.Hy@JDQ#

I. INTRODUCTION

Underground stations are normally long enclosures in
which the theory of classical acoustics is not applicable. In
recent years there has been increasing interest in the acous-
tics of underground stations and several investigations into
the acoustics of this kind of space have been undertaken.1–3

This work has involved acoustic measurements in both
physical scale models of stations and real underground sta-
tions.

In general, underground stations are long enclosures
with either a rectangular or curved cross section. A computer
model for the prediction of sound in underground stations
has been developed by Kang.4 This model is based on the
image source method and is suitable for an overall investi-
gation of the behavior of the sound field, although it involves
simplifying the space, as required with the image source
technique.

The ray-tracing modeling method is more flexible than
the image source method, and therefore more suitable for the
modeling of spaces of complex construction. Ray-tracing
computer models have therefore been developed by the au-
thors for detailed investigation of the sound field in long
enclosures of both curved and rectangular cross section.5,6

Initially a model was developed for the prediction of sound
propagation, early decay time, and reverberation time in a
long enclosure, using hypothetical spaces to ensure that the
characteristics of the sound field in a long, nondiffuse, space
were correctly modeled.7 This model has been validated us-
ing data measured in a scale-model underground station.5,8

This paper describes the further development of the ray-
tracing model to include the prediction of acoustical param-
eters relating to speech intelligibility, such as clarity index
and definition. The model predicts sound propagation~in
terms of sound-pressure level!, early decay time, clarity in-
dex C50, and definition D50. It also calculates the speech

transmission index~STI! at individual frequencies and over-
all, at points along the enclosure.

The calculation of STI is based upon the original method
of Houtgast and Steeneken,9 which was incorporated into a
ray tracing method by van Rietschote.10 This method has
been modified as described here to make it applicable for the
prediction of STI in long enclosures.

The paper also describes the validation of the model
using measurements made in a real station of rectangular
cross section. The validation showed that the model can ac-
curately predict all the above parameters related to speech
intelligibility, including the STI.

II. THE RAY-TRACING MODEL

The ray-tracing model used here has been developed
specifically for the prediction of the sound field in long en-
closures. It models sound propagation throughout the space,
and predicts the impulse response at any point in the space.
The acoustics parameters early decay time, clarity, and defi-
nition at a receiver point are calculated from the impulse
response at the point.

An initial version of the model was tested using hypo-
thetical data to ensure that it correctly predicts the character-
istics of both a diffuse space and a long nondiffuse space, in
particular the decrease in sound-pressure level and increase
in early decay time along a space containing a single source.7

This model was then tested using a scale model of a station
with curved surfaces, and shown to accurately predict sound-
pressure levels and early decay times at all frequencies.5,8

The distinguishing features of this ray-tracing model,
which make it appropriate for modeling the sound field in a
long enclosure, are described below. They include the use of
the energy discontinuity percentage to terminate the tracing
of a ray, the use of a statistically based method to compen-
sate for the lack of later reflections owing to computer limi-
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tations, the inclusion of diffraction effects from the station
ends around the openings to the train running tunnels, and
the ability to model enclosures of both rectangular and
curved cross sections. The model also includes source direc-
tivity which was applied in the case of the scale-model vali-
dation, but has not been used in the validation described in
this paper, in which a real station of rectangular cross section
was used.

A. Energy discontinuity percentage

The energy discontinuity percentage~EDP!, defined by
Dance and Shield,11 rather than the number of reflections, is
used to decide when to terminate the tracing of a ray. The
EDP represents the percentage of a ray’s energy lost before
the termination of the tracing of the ray. The typical value of
EDP required to give accurate predictions in a range of
spaces has been found to lie between 90% and 99%, the
lower the value, the shorter the run time of the model. In the
case of diffuse spaces with uniform absorption, the relation-
ship between the reflection order and EDP is as follows:

n5
ln~12P/100!

ln~12a!2hl
, ~1!

wheren is the reflection order;P is the energy discontinuity
percentage;h is the air absorption attenuation~dB/m!; l is the
mean free path length, anda is the average absorption coef-
ficient.

It was decided to use EDP to terminate the tracing of
rays in the case of long enclosures, as it represents the real
situation where the ending of the travel of a ray is deter-
mined by its loss of energy.

B. Late reflections

The method used to compensate for the loss of late re-
flections which may occur due to speed and memory limita-
tions of the computer is the reverberation time tail correc-
tion, as used by Ondet and Barbry.12 The feasibility of using
this method in the case of long enclosures has been investi-
gated by the authors in Ref. 7.

C. Diffraction effects

Measurements made in a scale model of a circular sta-
tion showed that the platform ends had a significant effect
upon both sound-pressure level and early decay times.13 It
was concluded that these effects were due to diffraction
around the tunnel openings. The ray-tracing model has there-
fore been designed to include diffraction effects from the
tunnel portals at the ends of the platform. The diffraction
approximation used is that of Danceet al.,14 in which a dif-
fraction area of depth one wavelength around the tunnel
opening, is defined. When a ray strikes this area it is reflected
in a random direction, with no attenuation.

D. Modeling of different cross-sectional shapes

Although the model described here was validated using
data from a station of rectangular cross section, it is also
suitable for other long enclosures, including those with
curved surfaces. Curved surfaces can be modeled using a

series of planes, although in this case focusing effects caused
by the curved surfaces will be partly lost.15 Alternatively, the
curved surface of a station can be modeled exactly to give
more accurate results.8

III. CALCULATION OF SPEECH TRANSMISSION
INDEX

The speech transmission index was defined in 1980 by
Houtgast and Steeneken9 and has been shown to be highly
correlated with speech intelligibility.

STI is derived from the modulation transfer functions
~MTF! of a room. Therefore, before calculating STI at a
point in a space, the MTF first needs to be evaluated from the
modulated sound intensity emitted by the source and the
sound intensity at the point.

In an infinite space without background noise, the modu-
lation index obviously does not change with the observed
point as there is only direct sound in the space. However, in
a real enclosed space, background noise and reflections from
the boundaries of the space can reduce the modulation index
of sound intensity at the receiver position. Houtgast,
Steeneken, and Plomp16 show that for a diffuse space, the
modulation transfer indexm(F) for a given modulation fre-
quencyF can be classified into two components, the rever-
beration and noise components, to give

m~F !5Mnoise3M reverberation, ~2!

where M reverberationand Mnoise denote the reverberation and
noise components of the modulation transfer function, re-
spectively.

The noise component of the MTF can be calculated from
the signal-to-noise ratio as follows:

Mnoise5
1

1110~2S/N)/10, ~3!

where S/N is the signal-to-noise ratio in dB.
The reverberation component in a diffuse space can be

calculated from the reverberation time RT60 in the space as
follows:

M reverberation5
1

A11S 2pF
RT60

13.8
D 2

. ~4!

Equation~3! shows thatMnoise is independent of modu-
lation frequency and the shape of the space. Moreover, Eq.
~3! is suitable for any space and is relatively simple to cal-
culate when the signal-to-noise ratio is known.

However, Eq.~4! indicates thatM reverberationdepends on
both the modulation frequency and the reverberation time of
the space. For a given modulation frequencyF, the value of
M reverberationis only dependent on the reverberation time RT60

of the space. Thus, the accurate calculation of ST1 depends
on the accurate calculation of reverberation time. Equation
~4! assumes a purely exponential reverberation decay, which
may not occur in long enclosures such as underground sta-
tions. Plomp and co-workers10,16–18 developed a series of
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methods for use in different situations including a general
statistical method, an image-source method, a ray-tracing
method, and a hybrid method.

Since in most underground stations the space is nondif-
fuse and the boundary is disproportional, and may include a
curved surface, the image-source and statistical methods can-
not be used for calculating acoustics parameters. The method
used here for the calculation of STI is therefore the ray-
tracing model of van Rietschoteet al.,10 which has been
modified for inclusion in the basic ray-tracing model of long
enclosures. The main advantage of the ray-tracing method is
that with this method it is possible to predict the speech
intelligibility in any spaces regardless of their complex
acoustic or architectural boundaries. The modifications to the
original ray-tracing method of van Rietschoteet al., which
increase its suitability for use in predicting the STI in long
enclosures, are described below.

IV. RAY-TRACING METHOD FOR CALCULATION OF
STI

The reverberation time can be evaluated from the rever-
beration decay curve calculated from the impulse response,
and subsequently the modulation index reduction at any
modulation frequency can be calculated mathematically.
Thus, from the MTF matrix, the STI value for any listener
position can be evaluated.

A mathematical model for calculating the modulation
transfer function of the reverberant component of sound by
using the ray-tracing method was originally developed by
van Rietschoteet al.,10 and is described below. The particu-
lar characteristics of the sound field in long, nondiffuse
spaces necessitated that modifications be made to this MTF
calculation method to make it applicable to the prediction of
STI in long enclosures. The modifications, which are de-
scribed in detail below, include taking into account air ab-
sorption, considering the precise values of sound intensity
passing through a receiver cell, and using total ray traveling
distance instead of the mean free path length to decide the
critical point at which to start using a statistical method in
the calculation of late reflected sound.

A. van Rietschote’s ray-tracing model of STI

In the model of van Rietschote, the sound sources are
treated as point sources emitting a large number of sound
rays, and the receivers are represented as spheres receiving
the rays.

At a receiver position, each sound ray can be written as

ai@11cos 2pF~ t2t i !#, ~5!

whereai is the intensity of the ray at the receiver position,F
is the modulation frequency, andt i is the time delay due to
the distance traveled.

The modulation index at the receiver position can then
be calculated from all rays which hit the listener

m~F !reverberation5
A~( iai cos 2pFti !

21~( iai sin 2pFti !
2

( iai
,

~6!

or

m~F !5
AC2~F !1S2~F !

A~F !
, ~7!

where

A~F !5(
i

ai

C~F !5(
i

ai cos 2pFti ~8!

S~F !5(
i

ai sin 2pFti ,

whereai is the ray intensity received by the listener with a
delay timet i5di /c; di is the distance the ray travels from
the source to the listener, andc is the speed of sound. The
summation includes all possible rays which can hit the lis-
tener. The values ofA(F), C(F), andS(F) can be divided
into four parts, contributed by:

~i! direct sound;
~ii ! early reflected sound;
~iii ! late reflected sound; and
~iv! diffused sound.

The calculation of each of these parts is explained below.

1. Calculation of direct sound

The intensity of the direct sound rays follows the inverse
square law of the travel distance from the point source to
listener. If d is the distance from the source to the listener,
Nray the total number of rays emitted by the source, andr 0

the radius of the listener’s sphere, the number of raysq hit-
ting the listener is approximately given by

q5
Nray

4pd2 pr 0
2, ~9!

providedd.2r 0 .
The direct sound components ofA(F), C(F), andS(F)

are given by

A1~F !5q, ~10!

C1~F !5A1~F !cosS 2pF
d

cD , ~11!

S1~F !5A1~F !sinS 2pF
d

cD , ~12!

where a spherical directivity pattern of the source has been
assumed, implying an initial strength of 1 for each ray;c is
the velocity of sound.

2. Calculation of early reflected sound

When a ray reaches a receiver after reflection from the
boundaries, if its strength isai and the distance it traveled is
di , then the components ofA(F), C(F), andS(F) contrib-
uted by early reflected rays are given by

A2~F !5(
i

ai , ~13!
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C2~F !5(
i

ai cosS 2pF
di

c D , ~14!

S2~F !5(
i

ai sinS 2pF
di

c D . ~15!

3. Calculation of later reflected sound using
statistical approach

A statistical method is employed in the calculation of the
later reflected sound. It is assumed that, between two succes-
sive reflections of a sound ray, the probabilityPi of the ith
ray hitting the listener is proportional to its travel distance in
the space, and can be calculated from

Pi5
d ipr 0

2

V
, ~16!

whered i is the distance between two successive reflection
points. Therefore, the contribution from the later reflected
sound to the listener is given by

A3~F !5(
i

ai Pi , ~17!

C3~F !5(
i

ai Pi cosS 2pF
di

c D , ~18!

S3~F !5(
i

ai Pi sinS 2pF
di

c D , ~19!

whereai anddi refer to the halfway point of the ray between
two successive reflections.

The critical number of reflectionsNsta, after which the
statistical approach needs to be used, can be estimated from

Nray

4pd2 pr 0
2<1, ~20!

whered5NstaLmfp is the total distance traveled andLmfp is
the mean free path length of the room. Finally, the critical
number of reflections can be worked out, from Eq.~20!, to
give

Nsta5
r 0

2Lmfp
ANray. ~21!

Equation~21! shows thatNsta depends on the receiver
diameterr 0 , total ray numberNray, and the mean free path
lengthLmfp associated with the room dimensions.

Combining the above three contributions ofA, C, andS,
the reverberation component of MTF is calculated from

M ~F !reverberation5
A( iCi~F !1( iSi~F !

( iAi~F !
. ~22!

4. Diffused sound

Diffusion was also taken into account in the model of
van Rietschoteet al. and forms the fourth component of
A(F), C(F), andS(F). However, as the sound field in long
enclosures is not diffuse, it was not thought appropriate to
include diffusion in the ray-tracing model developed here.

B. Development of the model for the calculation of
STI in long enclosures

The method of van Rietschote, described above, has
been modified as follows to make it suitable for the predic-
tion of the speech transmission index in long enclosures.

1. Calculation of direct sound

In van Rietschote’s mathematical model, the initial ray
strength is assumed to be 1. For the predictions of STI in a
real space, with directional sources and background noise,
the precise energy of the sound source has been taken into
account. Air absorption has also been included in the model,
as it will have a significant effect on the sound in long en-
closures. After considering the air absorptionh and the dis-
tance theith ray travels in the receiver cell,dicell , the direct
sound components ofA(F), C(F), andS(F) are given by

A1~F !5
1

Vreceiver
(

i
ai0dicelle

2hdi, ~23!

C1~F !5A1~F !cosS 2pF
d

cD , ~24!

S1~F !5A1~F !sinS 2pF
d

cD , ~25!

whereai0 is the initial intensity of theith sound ray of the
directional source;Vreceiver5

4
3pr 0

3 is the volume of the re-
ceiver sphere used as a normalizing factor; anddi is the
distance traveled by theith ray from the source. If the source
is omnidirectional, thenai05a00, wherea00 is the strength
of each sound ray.

Thus, Eq.~23! can be simplified to

A1~F !5
1

Vreceiver
qa00 dcell e2hd5

E0

4pd2 e2hd, ~26!

where dcell54r 0/3 is used as the average length of sound
path in the receiver sphere,q is the number of rays hitting the
listener given by Eq.~9!, andE05Nraya00 is the total inten-
sity of sound emitted from the source, whereNray is the total
number of rays.

Equation~26! is the same as the equation used to ex-
press sound intensity in a free space excited by a point
source, taking into account the air absorption. It demon-
strates that in this case the intensity in the ray-tracing method
has the same expression as in the wave acoustics method by
using the normalizing factorVreceiver

21 in the calculation ofA,
S, andC.

2. Calculation of early reflected sound

If a ray emitted from a source with an initial strengthai0

is reflectedk times by boundary surfaces with different ab-
sorption coefficientsa j , and reduced by air absorption, the
intensity ai of the sound ray at the listener position can be
calculated from

ai5ai0e2hdi )
j 51

k

~12a j !, ~27!
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wheredi is the travel distance of theith sound ray. Then, the
A, C, andS components in Eq.~8!, contributed by reflected
rays, can be deduced to give

A2~F !5
1

Vreceiver
(

i
dicellai , ~28!

C2~F !5
1

Vreceiver
(

i
dicellai cosS 2pF

di

c D , ~29!

S2~F !5
1

Vreceiver
(

i
dicellai sinS 2pF

di

c D . ~30!

3. Calculation of late reflected sound using statistical
approach

The statistical approach is used to calculate the later
reflected sound. The expressions for the late reflected sound
components ofA, C, andS are

A3~F !5
dcell

Vr
(

i
ai Pi , ~31!

C3~F !5
dcell

Vr
(

i
ai Pi cosS 2pF

di

c D , ~32!

S3~F !5
dcell

Vr
(

i
ai Pi sinS 2pF

di

c D , ~33!

whereai anddi refer to the halfway point of the ray between
two successive reflections;Pi is the probability of theith ray
hitting the listener.

It was decided to use inequality~20! directly to deter-
mine when to use the statistical method instead of using the
mean free path lengthLmfp to give the critical number of
reflections, as the implication of using the mean free path
length in long enclosures with long reflection paths has not
yet been fully investigated. The critical distanced for the
start of the statistical method is thus given by

d5
r 0

2
ANray, ~34!

wherer 0 is the radius of the receiver sphere.
The reverberation component of the MTF can be calcu-

lated from Eq.~22!

M ~F !reverberation5
A( iCi~F !1( iSi~F !

( iAi~F !
. ~22!

C. Consideration of the ambient noise

If there is ambient noise in the space, the signal-to-noise
ratio S/N needs to be taken into account as shown in Eqs.~1!
and ~2!, to calculate the final MTF value as

M ~F !5M ~F !reverberation3
1

1110~2S/N)/10. ~35!

V. VALIDATION OF THE MODEL

Measurements were made in Hong Kong Kwai Fong
Station, which is a rectangular-shaped underground station.
The shape and dimensions of the station are as shown in
Figs. 1 and 2.

The station is 200 m long, 20 m wide, and 5.7 m high
from platform to ceiling. There are four columns along the
platform, two staff viewing rooms, and six escalators, as
shown in Fig. 1. Since the station is above ground, one side
wall of the platform is partly opened for fresh air exchange
with two gaps of length 25 m. The other side wall of the
platform consists of concrete panels of height 1.1 m, and
width 1.8 m. The two ends of the train running tunnels are
both open.

The measurements were taken with a single source lo-
cated 66 m from one end of the station, 1.5 m from the edge
of the platform, and 1 m above the platform floor. The source
was a loudspeaker of dimensions 0.530.530.75 m. No di-
rectivity information was available, so it was modeled as an
omnidirectional source; however, given the dimensions of
the source and the space it is likely that directivity would
only have had a significant effect at the nearest receiver point
to the speaker. The receiver positions were along the plat-
form at 5-m intervals, at a height of 1.25 m above the plat-

FIG. 1. Plan view of underground sta-
tion.

FIG. 2. Cross section of underground station.
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form floor and 1.5 m from the platform edge, as shown in
Figs. 1 and 2.

The measuring signal was generated and received using
the maximum length sequence system MLSSA, whose post-
processing functions calculated most of the acoustical pa-
rameters from the measured impulse response. All param-
eters were measured and predicted at octave bands 125 to
4000 Hz. The speech transmission index was additionally
measured and predicted in the 8000-Hz octave band.

As the surfaces along the length of the underground sta-
tion are all of the same concrete, acoustically hard, material
it was assumed in the model that they all have the same
absorption coefficient, as shown in Table I.

Air absorption has also been taken into account in the
model. The air absorption for frequencies from 125 to 8000
Hz was calculated according to the American National Stan-
dard ANSI S1-26.19

VI. COMPARISON OF THE MEASUREMENTS AND
PREDICTIONS

The measured and predicted values of early decay time,
sound propagation, clarity, definition, and speech transmis-
sion index for the 125- to 4000-Hz octave bands are shown
in Figs. 3–7. The sound propagation is shown as decrease in
sound-pressure level relative to the level at the receiver point
5 m from the source. Measured and predicted values of the
overall speech transmission index are shown in Fig. 8.

It can be seen that the measurements of all parameters at
125 Hz showed significant fluctuations along the platform,
suggesting that interference effects were occurring. As inter-
ference effects are not accounted for in this model, there
were large discrepancies between predicted and measured

values at certain points at this frequency, and these results
have been ignored in the following discussion.

A. Predictions of EDT, SP, C50, and D50

It can be seen from Fig. 3 that, apart from spurious
measurements at the point 5 m from the source at the lower
frequencies, the measured early decay time increases with
the source–receiver distance at all frequencies. The predicted
values of EDT correctly followed this trend, and were gen-
erally within accepted limits.

Similarly, Fig. 4 shows that the model correctly pre-
dicted the decrease in sound-pressure level along the station
at all frequencies, predictions being within 2 dB of measured
levels at all points.

As with EDT and SP, the model correctly predicted the
general trends in C50 and D50 along the platform at all
frequencies, as can be seen from Figs. 5 and 6. However, the

TABLE I. Absorption coefficients of the station boundaries.

Frequency~Hz! 250 500 1000 2000 4000
Absorption coefficient 0.03 0.035 0.04 0.05 0.07

FIG. 3. Measured~-l-! and predicted~-j-! values of early decay time in
octave bands 125 to 4000 Hz.

FIG. 4. Measured~-l-! and predicted~-j-! values of sound propagation in
octave bands 125 to 4000 Hz.

FIG. 5. Measured~-l-! and predicted~-j-! values of clarity index C50 in
octave bands 125 to 4000 Hz.
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model underpredicted both C50 and D50 at the higher fre-
quencies, although the predicted values of D50 are, in gen-
eral, more accurate than those of C50. This is because D50
depends on the energy ratio of the first 50 ms to the overall
time, but C50 depends on the energy ratio of the first 50 ms
to the later 50 ms, so the calculation of C50 is more sensitive
to the critical time of 50 ms.

B. Prediction of speech transmission index „STI…

The evaluation of the speech transmission quality in an
enclosure is based on the final value of STI which is calcu-
lated from the individual values in the 125- to 8000-Hz oc-
tave bands. For this purpose, the individual values of STI in
the octave bands have been measured and modeled. Figure 7
shows the measured and predicted STI values for the 125- to
4000-Hz octave bands. The predicted overall value was cal-
culated from the individual values predicted in the 125- to

8000-Hz octave bands. The measured and predicted values
of the overall speech transmission index are shown in Fig. 8.

The figures show that, in general, the value of the STI
decreases with increasing source–receiver distance. As with
the other parameters this overall trend has been correctly
predicted by the model. Furthermore, it can be seen that, on
the whole, the model has accurately predicted the STI at
individual receiver points at all frequencies, the predictions
being particularly accurate in the far field of the source.

Figure 8 shows that the overall predicted values of STI
are very accurate compared with the measured overall val-
ues. The deviation between predicted and measured values of
overall STI is less than60.01 in the far field and60.03 in
the near field. The larger errors in the near field are probably
because the source size is considerable in the near field, but
it has been simply treated as a point source in the model.
Another possible source of error is the size of the receiver
volume. The receivers were modeled as spheres of 1-m di-
ameter. For greater accuracy in the near field, a smaller re-
ceiver volume is required.

VII. CONCLUSIONS

It has been shown that the ray-tracing model described
for predicting the sound field, including the speech transmis-
sion index, in long enclosures accurately predicts both the
values and trends of acoustics parameters at most frequen-
cies. The model has thus been proved to be a useful tool for
the prediction of acoustics parameters in long enclosures
such as underground stations.

Errors occur at particular receiver points and frequencies
for some of the parameters. Possible sources of error include
the fact that the predictions are based on approximations of
the geometry and acoustic characteristics of the space. In the
validation described here, for example, the scattering of
sound from edges of the escalators and staff-viewing boxes
and from tracks has not been taken into account. Further-
more, the surface absorption coefficient was assumed as
angle independent, but this is not the case in practice.

In general, predictions of all parameters are more accu-
rate in the far field than the near field of the source. The
loudspeaker source used for the measurements was treated as
an omnidirectional point source in the model, which may be
a cause of error in the near field.

The size of the receiver volume may also lead to errors
in the predictions in the near field. In this particular model
the receiver was assumed to be a 1-m sphere in the space.
This size of receiver relative to the dimensions of the space
can give reasonable results in the far field and for later re-
flections, but for the near field and early part of the sound it

FIG. 8. Measured~-l-! and predicted~-j-! values of overall STI.

FIG. 6. Measured~-l-! and predicted~-j-! values of definition D50 in
octave bands 125 to 4000 Hz.

FIG. 7. Measured~-l-! and predicted~-j-! values of STI in octave bands
125 to 4000 Hz.
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may not give accurate results. For more accurate results, the
receiver volume should be smaller, but the number of rays
will then be increased significantly since it depends on the
volume of the receiver, so the running time will be corre-
spondingly increased. However, with recent and continuing
increases in computer power it should be possible to develop
an efficient, fast, and more accurate model simply by in-
creasing the number of rays traced.
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The potential application of ultrasonic attenuation spectroscopy to thein situ examination of
solution phase crystallization processes is examined through studies carried out on two organic
compounds: urea and~L!-glutamic acid. For this study a commercial ultrasonic spectrometer
@Ultrasizer by Malvern Instruments Ltd., F. Alba, U.S. Patent 5,121,629~1992!# was used. A
particle size analysis was carried out in an attempt to monitor the crystal size distributions of the
crystals growing within the mother liquor. While this technique was found to be of limited
effectiveness for the monitoring of the crystallization of urea, due to the formation of high aspect
ratio needle crystals, whose long axial size is beyond the range of the technique~0.01 mm–1000
mm!, good results were obtained with prismatic~L!-glutamic acid crystals. The size evolution of the
latter during crystal growth was successfully monitored throughout the crystallization process.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1331113#

PACS numbers: 43.58.Kr, 43.35.Yb@SLE#

I. INTRODUCTION

Crystallization from solution is a unit operation which is
routinely used in the fine chemicals industry for purification
and separation, notably in the manufacture of products such
as pharmaceuticals, agrochemicals, and speciality chemicals
such as dyes and pigments. The industrial scale production
of these high value-added materials usually involves batch
rather than continuous manufacturing processes in which
high product quality and process reproducibility are prereq-
uisites for market success. This need demands, in turn, strin-
gent control of the parameters that govern the process such
as mother liquor supersaturation during crystallization, crys-
tallinity and polymorphic form of the crystallized product, as
well as the product’s crystal size distribution~CSD! and its
evolution with time due to growth. Given the inherent non-
linear growth environment within batch reactors, optimal un-
derstanding and hence control of the crystallization process
can only be accomplished via the use of appropriate analyti-
cal methods which are capable of characterizing the critical
process parameters on-line during processing.

Within the above perspective, controlling the CSD is
particularly important, as it is a major driver in dictating
product behavior downstream through its impact on unit op-
erations such as filtration, drying, transport, and storage. Fur-
thermore, in terms of process intensification, an ability to
control particle size through the primary particle formation
step would remove the need for secondary processing
through comminution to satisfy customer product require-

ments for the CSD. However, on-line measurement and con-
trol of the CSD can be problematic, particularly due to the
fact that most commercially available particle sizing methods
rely on light scattering techniques which are inherently un-
suitable for examining the dense crystal/solution slurries pro-
duced in batch crystallization processes. As these particle
sizing methods cannot work at representatively high solid
concentration levels, a difficult and time-consuming sam-
pling step is therefore needed for the dilution of the solid/
liquid suspension, a process which can, in turn, lead to sig-
nificant modification of the CSD.

Ultrasonic attenuation spectroscopy~UAS! is a com-
paratively new characterization technique that is suitable for
measurement of particle sizes within the approximate range
0.01 mm–1000mm. In principle, it is capable of examining
optically opaque or concentrated systems without the need
for analyte dilution1 and therefore is attracting some atten-
tion as a potentially useful technique for characterizing more
practical particulate suspensions. However, the complexity
of the theory relating ultrasonic attenuation spectra to the
CSD can be a significant obstacle in its routine application
for the dynamic characterization of particle formation pro-
cesses, particularly in cases where the physical parameters of
both the liquid medium and growing particles in suspension
are constantly evolving. Experimental data are thus clearly
needed in this field where so far theoretical work has pre-
dominated.

In this paper, we address this whole issue of the poten-
tial for UAS technique to be able to characterize crystalliza-
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tion processes through a series of experimental measure-
ments performedin situ during the crystallization of two
representative organic compounds: urea and~L!-glutamic
acid. This study used an Ultrasizer~Malvern Instruments
Ltd.! ultrasonic spectrometer, but the use of ultrasonic at-
tenuation spectroscopy to characterize dynamic processes in-
volving the crystallization of molecular crystals is transfer-
able to other attenuation spectroscopy devices having a
similar frequency range~1–150 MHz!.

II. ACOUSTIC ATTENUATION SPECTROSCOPY

The physics of ultrasound interaction with particles goes
back, together with that of optics, to the work of Lord Ray-
leigh more than a century ago. Phenomena, which occur
when light waves propagate through particulate systems, also
take place when sound waves interact with particles. When a
sound wave passes through a suspension, changes occur to
the wave as well as to the two phases of the particulate
medium. A particle presents a discontinuity to sound propa-
gation, and the wave scatters with a redistribution of its
acoustic energy throughout the volume before being detected
at the receiver~scattering and diffraction losses!. In addition,
absorption phenomena occur when the particles move rela-
tive to the suspending medium and the mechanical energy
degrades to heat~viscous losses!; and temperature differ-
ences develop between phases with mechanical energy trans-
ferring into heat~thermal losses!.

A. Mathematical modeling of ultrasonic data

There are a number of solutions to the modeling of
acoustic propagation in dispersed systems and the reader is
referred to Harker and Temple,2 and Tebbutt and Challis3 for
a comprehensive review of the subject and the relative merits
of the various approaches available. In this work, the math-
ematical model chosen to relate the CSD to ultrasonic attenu-
ation measurements was the wave scattering theory of Ep-
stein and Carhart4 and Allegra and Hawley,5 hereinafter
referred to as the ECAH theory. This theory is based on a
mathematical treatment associated with the propagation of an
ultrasonic wave through a liquid containing an ensemble of
particles. The ultrasonic velocity and attenuation coefficients
are related to the overall phase and magnitude of this wave.
As the wave travels through the liquid, its phase and magni-
tude are altered because of interactions with the particles in
the system, in particular via the fact that:
• the compression wave is scattered into directions which are

different from that of the incident wave;
• ultrasonic energy is converted into heat due to various ab-

sorption mechanisms~e.g., thermal conduction and viscos-
ity!;

• interference occurs between waves that travel directly
through the particle, waves that travel directly through the
surrounding medium, and waves which are scattered.

The relative importance of these different mechanisms
depends on the thermo-physical properties of the component
phases, the frequency of the ultrasonic wave, and the con-
centration and particle size of the particles. ECAH theory
reveals that any of these attenuation phenomena can be ac-

curately characterized through fundamental equations based
on the laws of conservation of mass, energy, and momentum,
thermodynamic equations of state, and stress–strain relations
for isotropic elastic solids or viscous fluids, i.e., by formu-
lating the wave equations that describe the interaction be-
tween sound and particulates. In this manner, the ultrasonic
attenuation spectrum associated with any particle size distri-
bution and particle concentration can be predicted for any
suspension or emulsion as long as a set ofmechanical, ther-
modynamic, and transportproperties is known for each one
of the suspending and suspended media. These physical
properties are:

• velocity of the ultrasonic wave;
• density;
• thermal expansion coefficient;
• heat capacity;
• thermal conductivity;
• attenuation of the ultrasonic wave;
• viscosity ~for the fluid phase!;
• shear rigidity~for the solid phase!.

B. Application of ultrasonic spectroscopy for
monitoring crystallization processes

The examination of crystallization processes using ultra-
sonic spectroscopy is prone to specific problems due to the
intermediate phase at the dynamic interface between solid
and liquid. In a paper examining the influence of sound on
crystallization, Akulichev and Bulanov6 predicted that an ex-
cess of attenuation due to the phase transition would occur
compared to a suspension in a steady state. However, several
studies have been published since this work on dynamic sys-
tems occurring in suspensions or emulsions. Ultrasound ve-
locity measurements have been carried out in order to moni-
tor crystallization in oil-in-water and water-in-oil emulsion
droplets,7–10 where the solid fraction of the crystallizing
emulsion droplets was estimated using a modified form of
the Urick equation.11 Other studies of dynamic systems such
as flocculating emulsions are closely related and give some
useful insight into how to deal with other evolving systems.12

Recently, the potential of ultrasound as a monitoring tool in
crystallization processes was shown in a study where phase
velocity and acoustic attenuation measurements were carried
out in the frequency range 2–7 MHz during the crystalliza-
tion of copper sulfate pentahydrate.13 However, although
acoustic measurements can have significance as a primary
source of information~to determine the onset of crystalliza-
tion for instance!, quantitative particle size information is
often more useful in process technology due to the latter’s
importance in product formulation. For this reason a com-
mercial ultrasonics particle sizer was used in this study both
for the measurement and deconvolution of the acoustic spec-
tra. The principle of deconvolution of acoustical measure-
ments is presented in the following section.

C. Acoustic attenuation spectroscopy for particle
sizing

Ultrasonic attenuation spectroscopy for the particle size
measurement of suspensions and emulsions involves launch-
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ing ultrasound waves of different frequencies, typically from
1 MHz up to 200 MHz through a sample volume and mea-
suring the acoustic attenuation. The relationship between
spectral data and particle size plus concentration can be il-
lustrated by considering the curves shown in Fig. 1 which are
valid for the case of solid rigid high-density contrast particles
suspended in water. Each curve depicts the attenuation of the
sound wave of a fixed frequency as a function of the size of
a monosize population with a fixed concentration. From
these curves, it is clear that if the attenuation of sound was
measured at a single frequency with perfect accuracy and
resolution, there would only be four potential monosize dis-
tributions ~two in the region of viscous attenuation, one in
the Rayleigh scattering region, and a fourth in the diffraction
zone! which could have produced that measured attenuation.
However, measurement noise along with modeling errors
lead to instabilities of the data inversion procedure, and a
greater number of frequencies is therefore needed for a reli-
able analysis.

The actual size is determined by observing how only one
of the four candidate sizes for each frequency cluster around
the same value for all frequencies while the other potential
sizes are irregularly dispersed. For the general case of a poly-
sized distribution, deconvolution is more complex. A nonlin-
ear least squares minimization is used to match the measured
attenuation spectrum to the predicted attenuation spectrum of
the solution particle size distribution.

The overall process by which the particle size distribu-
tion of a suspension or emulsion can be measured using
acoustic spectroscopy is outlined in Fig. 2. The ECAH model
is used to construct a database, the model matrix in Fig. 2, of
attenuation spectra for a wide range of monodispersed par-

ticle suspensions. Two programs were used for the deconvo-
lution of the attenuation spectra measured in this study. The
procedure is split into two steps:

• the generation of a three-dimensional matrix describing the
inter-relationship between attenuation, frequency, and par-
ticle size. This matrix is obtained by calculating the attenu-
ation spectrum associated with any particle size within the
range 10 nm–1000mm, by applying the ECAH model us-
ing the physical parameters describing the particle and liq-
uid system. The modeling process relies on the assumption
that the fundamental relationship between attenuation spec-
trum and physical properties exists:
a5K•d, ~1!

wherea is the attenuation spectrum vector,K the scattering
coefficients matrix, andd the particle size distribution vec-
tor. A polydisperse scattering coefficients matrix is also
calculated beforehand to provide an initial estimate of the
particle size distribution.

• the data inversion consisting of the determination of the
particle size from an experimental acoustic spectrum. The
program, which also controls the ultrasonic spectrometer,
contains the data inversion subroutine.

Attenuation due to polydispersions has been assumed to
be due to the combined effects of all particle sizes present:

a~v!5E
0

`

a8~v,D !• f ~D !•dD, ~2!

wherea is the attenuation of the polydispersion,a8 is the
attenuation of a monodispersion of diameterD, and f (D) is
the probability density function~PDF! of the polydispersion.
The PDF has been assumed to be a log normal distribution
or, for cases when the inversion was unsatisfactory, a com-
bination of two log normal distributions. Thus the suspension
is characterized by its concentration and either one or two
log normal distributions. In the inversion scheme, data from
the model matrix are weighted according to assumed PDFs
in order to locate a PDF which gives a predicted attenuation
spectrum which closely matches the measured attenuation
spectra.

FIG. 3. Schematic of the experimental setup capable of recording ultrasonic,
turbidimetric, and temperature data during temperature-programed cycles.

FIG. 1. Variation of ultrasonic attenuation with particle size at different
frequencies.

FIG. 2. Acoustical spectroscopy–key analysis steps.
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A measure of goodness-of-fit~residual! was used as a
measure of the discrepancy between the experimental acous-
tic attenuation spectrum and the theoretical spectrum associ-
ated to ‘‘the best particle size distribution’’ as determined by
data inversion. This parameter was defined as

Res5
1

N
A(

i 51

N S api2ami

ami
D 2

, ~3!

whereN is the number of points in the attenuation spectrum,
api andami are the predicted and measured attenuation, re-
spectively, at the frequency for data pointi.

III. MATERIALS AND METHODS

A. Materials

Aqueous solutions of urea and~L!-glutamic acid were
prepared with distilled water. Urea and glutamic acid were
purchased from BDH Chemicals Ltd. and Aldrich, respec-
tively.

B. Experimental details for ultrasonic attenuation
measurements

Ultrasonic measurements were carried out using an Ul-
trasizer ~Malvem Instruments Ltd.! operating over a fre-
quency range from 1 MHz to over 150 MHz and capable of
characterizing a particle size range from 0.01 to 1000mm.
This instrument uses two pairs of broadband transducers
driven by a continuous-wave signal to ensure accurate at-
tenuation measurements. A measurement of the attenuation
of a sound beam passing through a suspension is obtained as

a function of frequency. The attenuation coefficient mea-
sured at a particular sound frequency is defined as

a5
1

DL
lnS I 0

I 1
D , ~4!

wherea is the attenuation,I 0 andI 1 are the incident intensity
and the intensity after passing through the sample, respec-
tively, and DL is the acoustic path length.DL can be ad-
justed to suit the attenuation characteristics of the sample
under investigation~between 0.03 in. and 4 in.!.

The crystallization studies were carried out by combin-
ing a computer-controlled crystallization apparatus14 ~see
Fig. 3! with the ultrasonic spectrometer. A computer inter-
face was used to control the temperature in the crystallization
vessel and also to log the data recorded by the turbidimetric
probe, from which the onset of crystallization could be as-
certained.

C. Ultrasonic spectral data reduction and analysis

The physical properties used for the crystals and the
mother liquor to calculate the scattering coefficient are given
in Tables I and II. While a number of the physical properties
of urea and~L!-glutamic acid are orientation dependent
within the crystal, an average value was estimated in order to
meet the requirement of the ECAH model, which assumes
isotropic behavior for the particle. Implicit in this is the as-
sumption that a random set of particle orientations is present
within the reaction vessel. Although all physical properties
are temperature dependent, all physical properties used for
the size analysis were those relating to the materials at room
temperature. The exception to this was the ultrasonic attenu-

TABLE I. Physical properties of urea and a saturated aqueous solution of urea at 25 °C~and atT in °C for the
acoustic attenuation of the mother liquor!.

Property Urea Saturated solution of urea in water at 25 °C

Density 1.333103 kg m23 1.143103 kg m23

Sound speed 3.863103 m s21 1.73103 m s21

Thermal dilation 1.1931024 K21 2.631024 K21

Thermal conductivity 1.083105 J m21 s21 K21 5.931021 J m21 s21 K21

Heat capacity 3.783102 J kg21 K21 4.23103 J kg21 K21

Viscosity 2.631023 N s m22

Shear rigidity 4.333109 N m22

Attenuation 4310243 f 1.9 dB m21
(3.83102127.9310233T)3 f (2.7310233T11.9) dB m21

whereT is in °C andf in MHza

aSee Sec. IV A.

TABLE II. Physical properties of~L!-glutamic acid and a saturated aqueous solution of~L!-glutamic acid at
25 °C ~and atT in °C for the acoustic attenuation of the mother liquor!.

Property Glutamic acid Saturated solution of glutamic acid at 25 °C

Density 1.543103 kg m23 1.003103 kg m23

Sound speed 4.073103 m s21 1.483103 m s21

Thermal dilation 2.031025 K21 2.631024 K21

Thermal conductivity 4.2231021 J m21 s21 K21 5.931021 J m21 s21 K21

Heat capacity 1.243103 J kg21 K21 4.23103 J kg21 K21

Viscosity 1.031023 N s m22

Shear rigidity 83109 N m22

Attenuation 431024 dB m21
(3.23102122.2310253T)3 f (22.9310233T12.0) dB m21

whereT is in °C andf in MHz
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ation of the mother liquor, as its temperature dependence
more strongly affects the results obtained for the acoustic
attenuation of the suspension. Some of the physical proper-
ties of the organic crystal~L!-glutamic acid needed were not
readily available, and thus had to be estimated using proper-
ties for related materials.

IV. RESULTS AND DISCUSSION

A. Crystallization of urea from aqueous solution

1. Preliminary measurements of undersaturated urea Õ
water solutions

In crystallization experiments, several parameters are
evolving:

• the crystal size;
• the particle concentration;
• the solute concentration in the liquid medium.

In addition, in the slow cooling crystallization process, the
temperature is also allowed to vary. It is therefore necessary
to know what effect all of these parameters have on acoustic
attenuation, to determine those of interest, notably the CSD
and the particle concentration. Thus a preliminary study was
carried out, aimed to characterize the effects of changes in
solute concentration and temperature on the acoustic attenu-
ation through the liquid medium, alone. These experiments
were carried out within the 2.8 liter measurement tank of the
ultrasonic spectrometer, in order to study the influence of
temperature and solute concentration on the attenuation by
the liquid medium, for different concentrations below the
level of supersaturation of urea in water. Attenuation by so-
lutions of different concentrations of urea dissolved in water
~10%, 20%, 30%, 40% mass concentration of urea dissolved
in water! were measured over temperatures from 15 °C up to
35 °C. Two key conclusions can be retrieved from these ex-
periments.

First, a weak dependence was found between the attenu-
ation spectrum of the liquid medium and the concentration of

FIG. 4. Evolution of the attenuation spectra with concentration, in the con-
centration range 10–40 wt. %, for solutions of urea in water at 30 °C, show-
ing the weak dependence of the attenuation spectrum of aqueous solutions
of urea in water with the concentration of urea solute.

FIG. 5. Temperature dependence of the acoustic attenuation of an under-
saturated solution of urea in water 30 wt. %, over the temperature range
from 15–35 °C. All experimental data were fitted using a power law of the
type a5a3 f n, using the least-squares method with allR2 values50.99.

FIG. 6. Attenuation coefficient factor,a, for the attenuation spectrum of
solutions of urea in water, measured at solute concentrations between 10 and
40 wt. % as a function of temperature. The experimental data were fitted
using a linear law, using the least-squares method (R250.92).

FIG. 7. Attenuation coefficient exponentn for the attenuation spectrum of
solutions of urea in water, measured at solute concentrations between 10 and
40 wt. % as a function of temperature. The experimental data were fitted
using a linear law, using the least-squares method (R250.79).
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solute~urea!. Figure 4 shows the attenuation spectra obtained
at 30 °C for the four solutions at 10 to 40 wt. % of urea solute
in water. The overlapping of the experimental data for the
different solute concentrations was similarly found at other
temperatures within the range 15–35 °C, and this suggests
that the solute concentration dependence of the acoustic
spectrum in the case of aqueous solutions of urea is within
the error of the measurement. Experiments on other crystal-
lizing systems suggest that this weak influence is particular
to urea solutions and should not be generalized to other sys-
tems.

Second, it was found that the attenuation spectrum of the
liquid medium was strongly dependent on the temperature
for a given concentration. This means that, for the CSD
analysis of a crystallization experiment, it is important to
know how the attenuation spectrum of the liquid medium
varies as a function of the temperature. The attenuation of
any liquid can be presented as a function of the type:

a5a• f n, ~5!

wherea is the attenuation,a ~attenuation coefficient factor!
and n ~attenuation coefficient exponent! are constant with
respect to frequency. Figure 5 shows a series of acoustic
spectra collected at various temperatures for an aqueous so-
lution of urea at 30 wt. %. The curves were fitted with a
power law (a5a• f n) using the least-squares method, as
were the curves obtained for solutions at concentrations of
10%, 20%, and 40%. The subsequent plotting of coefficients
a and n as functions of temperature~Figs. 6 and 7, respec-
tively! showed that a simple linear relationship in the tem-
perature range 15–35 °C well described their dependence on

temperature. The expression of the attenuation spectrum as a
function of temperature is then derived:

a5~27.9310233T13.831021! f ~2.731023T11.9! dB m21,
~6!

whereT is the temperature in °C,f is the frequency in MHz.
In practice, the change of attenuation due to the change

in concentration during the crystallization process was disre-
garded, as it is negligible compared to the attenuation varia-
tion due to the change of temperature. The temperature de-
pendence of the acoustic attenuation of the liquid medium
was included in the calculation of the scattering coefficients
matrix K ~see Sec. II C! used for the deconvolution of the
attenuation spectra.

2. Examination of the crystallization of urea

Crystallization of a saturated solution of urea in water at
27 °C was carried out by slow cooling at a rate of 0.05 °C/
min within a measured metastable zone between 27 °C and
24 °C, and then keeping the solution at constant temperature
~24 °C!. The acoustic attenuation measurements were carried
out using the complete range of frequencies available~1–150
MHz!. Figure 8 shows the attenuation spectra obtained dur-
ing crystallization by slow cooling~0.05 °C/min! of a solu-
tion of urea in water at 52 wt. %~see Table III!. The corre-
sponding cooling curve is given in Fig. 9. When a
monomodal distribution was assumed to describe the CSD,
the deconvolution procedure resulted in high residuals and
overestimated the solid concentration compared to the con-
centration predicted on the basis of solubility data. A bimo-
dal description of the distribution resulted in lower residuals.
This is thought to be due to the habit of urea crystals
~needles!, for which a random distribution is best described

FIG. 8. Change in the acoustic attenuation spectra during the crystallization
of urea in water by slow cooling of a saturated solution at 27 °C.

FIG. 9. Evolution of the temperature with time during the crystallization of
urea in water by slow cooling of a solution saturated at 27 °C.

TABLE III. Analyses of the size of urea crystals for the crystallization from aqueous 52 wt.% solution by slow
cooling.

T ~°C!
Geometric

mean 1~mm!
Geometric
deviation 2

Geometric
mean 2~mm!

Geometric
deviation 2

Concentration
~vol %!

Residual
~%!

25 0.021 1.20 0.12 2.39
24 0.021 1.20 0.19 2.18
23.8 1.69 1.66 8.87 2.96 0.28 1.78
23.6 2.18 1.35 41.2 2.22 0.28 2.55
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as a mixture of particles whose size is distributed around the
length and the width of the needles. The subsequent growth
of urea crystals was difficult to follow due to the formation
of a highly concentrated suspension of long needles. Al-
though the width of the needles was within the size range of
the instrument, the length of the needles, particularly toward
the end of the crystallization process, was clearly beyond the
capability of the instrument, with needles 3–4 mm long be-
ing formed.

B. Crystallization of „L…-glutamic acid from aqueous
solution

Solutions at 20 g/1000 g of water~saturated solution at
;42 °C! were prepared. Crystallization experiments were
carried out by linear cooling at 0.4 °C/min from 50 °C to
15 °C. The temperature was then kept constant at 15 °C until
the acoustic attenuation spectra became constant. Under
these conditions,~L!-glutamic acid crystallizes in its pris-
matic a-form with isometric dimensions. The temperature
dependence of the acoustic attenuation spectrum of the liquid
medium@saturated solution of~L!-glutamic acid in water at
42 °C# was estimated in a similar way as in the previous
study for urea. Good quality ultrasonic data could be ob-
tained during the whole crystallization process~see Fig. 10!.
The turbidity data measured during the crystallization of~L!-

glutamic acid~Fig. 11! provided a measure of the on-set of
crystallization which can, in turn, be compared to the attenu-
ation measurements obtained at a single frequency~Fig. 12!.
These results show that the turbidity measurements detect
the beginning of crystallization earlier than the ultrasonics
measurements~;30 °C for the turbidity measurements,
;27 °C for the acoustic measurements!. The evolution of the
CSD and the solid concentration during the crystallization is
presented in Fig. 13 and Table IV.

The two different CSD results obtained by data inver-
sion of the acoustic spectrum at 24.1 °C~Table IV! is a typi-
cal example of the instability in the inversion procedure ob-
served in the temperature range 27 °C–22 °C, which
corresponds to the beginning of crystallization. Overestima-
tion of the solid concentration is easily spotted, due to the
disparity with subsequent attenuation spectra and analyses.
The instability of the inversion procedure is thought to be
due to the low particle concentration, calculated at 0.10
vol %, the minimum measurable volume concentration.
However, the overestimation of the particle size and concen-
tration in the early stage of crystallization could also origi-
nate from additional attenuation due to phase transitions, pre-
dicted by Akulichev and Bulanov6 to be greatest for small
particle sizes. The subsequent results were stable, and the
CSD analysis obtained at 21.8 °C gives some indication of

FIG. 10. Evolution of the acoustic spectra obtained during the crystalliza-
tion of ~L!-glutamic acid from aqueous solution, obtained by cooling at
0.4 °C.

FIG. 11. Turbidity data obtained during the crystallization of a solution of
~L!-glutamic acid at 20 g/1000 g of water, at a linear cooling rate of 0.4 °C/
min from 50 °C down to 15 °C.

FIG. 12. Acoustic attenuation at 10 MHz measured during the crystalliza-
tion of a solution of~L!-glutamic acid at 20 g/1000 g of water, at a linear
cooling rate of 0.4 °C/min from 50 °C down to 15 °C.

FIG. 13. Evolution of the CSD measured by ultrasonic spectroscopy during
the crystallization of a solution of~L!-glutamic acid at 20 g/1000 g of water,
at a linear cooling rate of 0.4 °C/min from 50 °C down to 15 °C.
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the correct CSD in the range 27 °C–22 °C~as plotted in Fig.
13!. After a period of 30 min at 15 °C following the end of
the cooling period, the crystal size distribution stabilized to
give the final distribution shown in Fig. 13. A plot of volume
concentration and mean size against time~time t50 taken at
the beginning of the crystallization as detected by the turbid-
ity probe!, shown in Fig. 14, clearly shows the evolution of
the crystallization process. In particular, it shows when it is
completed, thus providing an obvious focus in terms of in-
dustrial applications in batch processing, for which a reduc-
tion in batch times is highly desirable. The micrograph pre-
sented in Fig. 15 was taken at the end of the crystallization,
and it was clearly in agreement with the estimation of the
size of the crystals obtained by ultrasonic measurement. The
estimation of the final solid concentration is in agreement
with that predicted by solubility data,15 with a predicted solid
concentration of 0.73 vol % at 15 °C at the end of the crys-
tallization, without taking into account the partial evapora-
tion of the solvent.

The results obtained with~L!-glutamic acid are very
promising for the future of ultrasonic characterization of
crystallization processes of organic crystals, and thus are of
fundamental importance for the application of ultrasonic
spectroscopy in the pharmaceutical and speciality chemicals
industries.

V. CONCLUSIONS

Two examples of crystallization processes, in which at-
tenuation measurements were carried out to characterize the
evolution of the crystal growth, have been presented. Al-
though the results obtained with urea were not conclusive in
terms of estimation of particle size, it was shown with the
study of the crystallization of~L!-glutamic acid that evolu-
tion of the CSD and the solid concentration in suspension
could be effectively measured as soon as the solid concen-
tration of the suspension reached the minimum measurable
concentration of 0.1 vol %. Information on the particle size
could advantageously be studied by photon correlation spec-
troscopy or laser diffraction in order to complete monitoring
of the crystallization process at the early stage of nucleation/
crystallization for concentrations lower than 0.1 vol %. It is
important to note that although, from a conceptual point of
view, the study of a dynamic process is different from that of
a static system, as suggested by Bulanov and Akulichev,6 it
seems that in practice the CSD analysis obtained from at-
tenuation measurements is clearly informative. For industrial
applications in particular, rapid data acquisition on-line
within the reactor is much more valuable than a downstream
size analysis, as would be obtained from classifiers or from a
sieve analysis of the product. The field of acoustic spectros-
copy for on-line control is, therefore, clearly open; the next
challenge is the modification of the instrumentation for rou-
tine on-line analysis of crystallization processes.

TABLE IV. Evolution of the CSD and the concentration measured by ultrasonic spectroscopy during the
crystallization of a solution of~L!-glutamic acid at 2 wt. % at a linear cooling rate of 0.4 °C/min from 50 °C
down to 15 °C.

Temperature 24.1 °C 21.8 °C 15 °C, to
15 °C,

to 115 min
15 °C,

to 122 min
15 °C,

to 130 min

Particle concentration~vol %! 0.10 0.59 0.18 0.79 0.80 0.81 0.81
D50 ~mm! 0.023 0.104 64.51 126 127.5 128.3 130.8
Residual~%! 4.07 4.34 3.23 4.40 4.49 4.52 4.39

Log normal parameters

Geo Mean~1! ~mm! 0.022 0.104 64.5 51.49 60.91 68.72 75.66
Geo Deviation~1! 1.2 1.2 1.91 1.97 1.83 1.77 1.7
Proportion~1!% 83.1 12.79 17.21 20.26 30.43
Geo Mean~2! ~mm! 62.07 133.1 137.5 139.6 149
Geo Deviation~2! 1.61 1.45 1.45 1.44 1.39
Proportion~2!% 16.91 87.21 82.79 79.74 69.57

FIG. 14. Evolution of the particle concentration and theD50 of the size
distribution during the crystallization of~L!-glutamic acid at 20 g/1000 g of
water, at a linear cooling rate of 0.4 °C/min from 50 °C down to 15 °C.

FIG. 15. Micrograph of crystal obtained at the end of the crystallization of
a solution of~L!-glutamic acid at 20 g/1000 g of water, at a linear cooling
rate of 0.4 °C/min from 50 °C down to 15 °C.
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Scoring of click-evoked otoacoustic emissions~CEOAEs! is typically achieved by the evaluation of
the reproducibility of the whole emission and/or within narrow bands. Screening outcomes are
influenced not only by the specific combination of the subdivision scheme~i.e., the number,
position, and bandwidth of the narrow bands! and the threshold used to determine pass and refer, but
also by the accuracy with which the reproducibility is estimated. This study was designed to
examine what factors affect the accuracy of the reproducibility estimate and how the accuracy of the
reproducibility estimate together with the choice of the subdivision scheme/thresholds affect
CEOAE scoring. Simulations with real CEOAEs corrupted with synthesized noise indicated that the
reproducibility estimate is influenced by time-windowing and band-pass filtering: the longer the
time-window or the broader the bandwidth of the filter, the more accurate the estimate. Quantitative
figures on numerical scoring were given in terms of the referral rate and were derived from
CEOAEs recorded in a clinical environment from more than 3400 newborns. The narrow bands
were extracted according to 12 different subdivision schemes covering the 1.5–4-kHz range. The
referral rate was found to depend on the subdivision scheme being used:~i! the worst results were
obtained considering four narrow bands at 1.6–2.4–3.2–4 kHz;~ii ! the best results were obtained
considering two narrow bands at 2.25 and 3.75 kHz;~iii ! bandwidths greater than 1 kHz resulted in
the lowest referral rates. Also, scoring based on the extraction of four narrow bands produced the
most unstable results, i.e., a small change in the threshold might cause even a great change in the
referral rate. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1326949#

PACS numbers: 43.64.Jb, 43.64.Yp@BLM #

I. INTRODUCTION

Click-evoked otoacoustic emissions~CEOAEs! are cur-
rently used in newborn hearing screening programs for the
early identification of hearing impairment at birth, in order to
effect appropriate intervention as early as possible. Screening
of all newborns requires that babies with hearing impair-
ments are identified rapidly and at minimal cost. CEOAEs
have been shown to be a rapid, cost-effective means of
quickly discharging all babies with normal auditory systems
~NIH Consensus Statement, 1993!. In keeping with its high
sensitivity, however, the CEOAE lacks adequate specificity:
it fails a relatively large number of babies whose hearing is,
in fact, normal. It is for this reason that an auditory brainstem
response~ABR! screen is typically performed on all babies
who fail the CEOAE screen.

The literature on newborn hearing screening by means
of OAEs presents various prevalence figures, yet gives little
quantitative information on the procedure used to score the
recordings ~see, for example, Whiteet al., 1994; Maxon
et al., 1995; Finitzoet al., 1998; McPhersonet al., 1998;
Morlet et al., 1998; Vohret al., 1998; Aidanet al., 1999!.

Also, no consensus exists regarding the numerical criteria to
be used when assessing OAE testing. On the other hand, it is
well-known that screening outcomes may change even
greatly depending on the decision rules separating passes
from fails ~Brass and Kemp, 1994; Brasset al., 1994; Dirckx
et al., 1996; Smythet al., 1999!, the acquisition procedure,
and the analysis software~Vohr et al., 1993; Tognolaet al.,
1995; Maxonet al., 1996; Ravazzaniet al., 1996; Vohr and
Maxon, 1996; Ravazzaniet al., 1999; Tognolaet al., 1999!.

Numerical scoring of CEOAEs is typically based on the
evaluation of the reproducibility@or the signal-to-noise~S/N!
ratio# of the compound emission and/or a number of narrow-
band components approximately in the 1.5–4-kHz range.
Scoring is influenced not only by the specific combination of
the subdivision scheme~i.e., the number, position, and band-
width of the narrow bands! and the threshold used to deter-
mine pass and refer, but also by the accuracy with which the
reproducibility is estimated.

This study was designed to examine what factors affect
the accuracy of the reproducibility estimate and how the ac-
curacy of the reproducibility estimate together with the
choice of the subdivision scheme/thresholds affect CEOAE
scoring. Results are drawn from both simulated signals and
from a population of 3415 babies bilaterally tested with
CEOAEs prior to the discharge from the baby ward. The

a!Author to whom correspondence should be addressed; electronic mail:
tognola@biomed.polimi.it
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paper is organized as follows: Section II gives a brief de-
scription of the mathematical properties of the estimator of
the reproducibility; Sec. III illustrates the material and the
procedures used to the analyze the performance of the esti-
mator of the reproducibility~Sec. III A! and OAE scoring
under various testing conditions~Sec. III B!; Sec. IV shows
the results obtained from the simulations~Sec. IV A! and
from real CEOAEs recorded with two different modalities—
the ‘‘Preset’’ ~Sec. IV B! and the ‘‘QuickScreen’’ mode
~Sec. IV C!; presented results are finally discussed in Sec. V.

II. MATHEMATICAL BACKGROUND

Numerical scoring of a CEOAE response is achieved by
the evaluation of the test–retest reproducibility~or briefly,
the reproducibility! between two replicate recordings of the
whole response~‘‘whole repro’’! and/or selected frequency
bands~‘‘band repro’’!: high ‘‘wave repro’’ and ‘‘band re-
pro’’ are associated with a ‘‘good quality’’ CEOAE.

From a mathematical point of view, the reproducibility
is equal to the correlation coefficient~i.e., the zero-lag value
of the cross-correlation function! expressed on a percentage
base. Thecross-correlation functionfor two random pro-
cessesx(t) andy(t) is defined as

Rxy~ t1 ,t2!5E@x~ t1!•y~ t2!* #

5E
2`

`

x•y* •p~x,y;t1 ,t2!dxdy,

where the symbol* denotes complex conjugate,E@x(t1)
•y(t2)* # is the mean ofx(t1)•y(t2)* , and p(x,y;t1 ,t2) is
the joint probability density ofx(t) andy(t).

Two random processesx(t) and y(t) are calledwide-
sense stationaryif their means are constant~i.e., E@x(t)#
5m andE@y(t)#5n! and their autocorrelation functions de-
pend only on time difference, i.e.,Rxx(t1 ,t2)5Rxx(t12t2)
and Ryy(t1 ,t2)5Ryy(t12t2). If we introduce the lag vari-
ablet and consider the time instantst15t andt25t2t, then
the above expressions becomeRxx(t,t2t)5Rxx(t) and
Ryy(t,t2t)5Ryy(t). Also, if the two processesx(t) and
y(t) are wide-sense stationary, there follows thatRxy(t,t
2t)5Rxy(t), Rxx(0)5E@x(t)2#>0, Ryy(0)5E@y(t)2#
>0, and uRxy(t)u<@Rxx(0)Ryy(0)#1/2 ~McDonough and
Whalen, 1995!.

The correlation coefficientbetween two wide-sense sta-
tionary processes is defined as the normalized value of the
cross-correlation function evaluated at zero-lag~i.e., for
t50!,

r xy5
Rxy~0!

@Rxx~0!•Ryy~0!#1/2.

Since the processesx(t) and y(t) are known through their
realizationsx(n) andy(n) consisting of a finite sequence of
N equispaced samples, the correlation coefficient can bees-
timatedthrough this expression,

r̂ xy5
(n51

N @x~n!2 x̄#@y~n!2 ȳ#

A(n51
N @x~n!2 x̄#2(n51

N @y~n!2 ȳ#2
,

wherex̄ and ȳ are the sample means ofx(n) andy(n). The
estimater̂ xy of the correlation coefficient is itself a random
variable which has a probability density function~pdf! char-
acterized by an expected value and a variance. Its perfor-
mance in estimating the ‘‘true’’ correlation coefficient can be
measured in terms of its bias and variance: the lower the bias
and the variance, the better and more accurate the estimate. It
can be demonstrated thatr̂ xy is consistent, that is, the bias
and the variance approach zero ifN→` ~Challis and Kitney,
1990!.

III. MATERIAL AND METHODS

A. Estimation of the pdf of r̂ xy

To provide quantitative figures on the performance of
r̂ xy , it is necessary to analyze what factors affect its pdf. The
analytic derivation of the pdf ofr̂ xy is very complicated,
even for the case of well-behaved normally distributed sig-
nals @a brief discussion of this topic can be found in Hoel
~1971!, where expressions of the mean and variance ofr̂ xy

are given#. In this study, the pdf ofr̂ xy was empirically de-
rived by means of appropriate simulations to study the influ-
ence of the sample lengthN, the band-pass filtering, and S/N
ratio.

For all simulations, ten real CEOAEs blurred into syn-
thesized noise were considered. The ten real CEOAEs were
selected among the best quality recordings having a ‘‘whole-
repro’’ greater than 90% and were considered as the gold
standards (CEOAEgold). The ten CEOAEsgold were scaled to
have all the same root-mean-square~rms! value.

The choice of the noise being used in the simulations
deserves some comments. In a real CEOAE measurement the
noise will probably not have a Gaussian distribution. First,
the OAE measurement equipment filters the microphone sig-
nal from about 0.6 to 6 kHz. Second, most noise is generated
by the test subject and has very strong low-frequency com-
ponents. Third, the noise is not stationary and may contain
very large transient components due to subject movements or
vocalizations, or due to events occurring in the vicinity of
testing. The most intense components will be rejected during
acquisition but there will be less intense components that are
not rejected. These features mean that the noise differs from
Gaussian noise in terms of its spectrum, intensity distribu-
tion, and stationarity.

To obtain a realistic noise, representative samples of the
noise were derived from a subset of 2000 newborn CEOAEs
randomly chosen from all the CEOAEs analyzed in this
study ~i.e., more than 6800 traces!. For each of the 2000
CEOAEs, the temporal waveform of the noise was off-line
estimated as (A2B)/A2, whereA and B are the two repli-
cate CEOAE recordings acquired from each ear during a
given test session. This calculation of noise starts from the
assumption that each replicate recording is made by a signal
originating from the cochlea, identical in both replicates,
plus a noise of equal amplitude in both replicates~Kemp and
Ryan, 1993!. The 2000 representative samples of noise thus
obtained were normalized to have the same rms value and
stored into two separate buffers (NA andNB! of 1000 noisy
traces each. The buffersNA andNB were added separately to

284 284J. Acoust. Soc. Am., Vol. 109, No. 1, January 2001 Tognola et al.: Processing and scoring of OAEs



each CEOAEgold, thus obtaining 1000 pairs of noisy CEO-
AEs for each CEOAEgold. All signals considered in the simu-
lations were sampled at 25 kHz and had a total length of 512
sampled points~i.e., 20.44 ms!.

~a! Influence of the sample lengthN of the two processes
x(n) andy(n). To analyze the influence of the sample
lengthN, the 1000 pairs of noisy CEOAEs were win-
dowed with time-windows of variable duration ranging
from 2 to 16 ms, step 2 ms, which correspond to time-
windows of variable lengthN ranging from 50 to 400
points, step 50 points. All the time-windows were cen-
tered around 10.5 ms. For a given value ofN ~i.e., for a
given duration of the time-window!, r̂ xy was calculated
for all the 1000 pairs of noisy CEOAEs, thus obtaining
a distribution of the values ofr̂ xy over the 1000 pairs of
noisy CEOAEs. The mean and variance of this distri-
bution were derived and plotted as a function ofN.
Finally, the overall procedure was repeated for all ten
CEOAEsgold considered here.

~b! Influence of band-pass filtering. Since the identification
of a CEOAE response is achieved by the evaluation of
the reproducibility in band-pass filtered components, it
is interesting to examine the influence of band-pass fil-
tering on the estimation ofr̂ xy . For this purpose, the
1000 pairs of noisy CEOAEs were band-pass filtered.
The bandwidth of the filters was varied from 0.5 to 3
kHz, step 0.5 kHz. All the filters were centered around
3 kHz. For each value of the bandwidth, the distribu-
tion of the values ofr̂ xy from all the 1000 pairs of
noisy CEOAEs was obtained. The mean and variance
of this distribution were derived and plotted as a func-
tion of the bandwidth. Finally, the overall procedure
was repeated for all ten CEOAEgold considered here.

~c! Influence of the S/N ratio of the two signalsx(n) and
y(n). In the particular case of OAEs, the two signals
x(n) andy(n) can be modeled as produced by a zero-
mean deterministic componentz ~the same in both rep-
licates! with variancesz

2 blurred into a zero-mean in-
correlated random noise with variancese

2, that is,
x~n!5z~n!1e1~n! and y~n!5z~n!1e2~n!.

Under such assumptions, it can be easily demonstrated that

r̂ xy5
sz

2

sz
21se

2 5
1

11se
2/sz

2 .

This means that the correlation coefficient is a measure of the
S/N ratio (sz

2 and se
2 are the energy of the deterministic

component—the ‘‘true’’ signal—and of the noise, respec-
tively!.

To examine the influence of the S/N ratio on the pdf of
r̂ xy , the noise traces in the two buffersNA and NB were
multiplied by a scale factor of varying magnitude in order to
obtain noisy CEOAEs whose S/N ratios ranged from 0 to 9
dB ~step 1 dB!. Similarly to the simulations presented before,
at each value of the S/N ratio, the distribution of the values
of r̂ xy from all 1000 pairs of noisy CEOAEs was obtained

and used to derive the mean and variance of the pdf as a
function of the S/N ratio. The overall procedure was then
repeated for each CEOAEgold.

B. Examination of the effects of signal processing on
CEOAE scoring

1. Subjects

CEOAEs were measured during a hospital-based univer-
sal hearing screening program~the Milan Screening Pro-
gram! carried out at the Neurophysiopathology Unit of the
Mangiagalli Clinic in Milan ~Sergiet al., 2000!. The Milan
Screening Program consists of three stages: an initial inpa-
tient CEOAE test where babies who failed are retested as
many times as possible before discharge to reduce the num-
ber of outpatient screening and to limit the stress for fami-
lies, a second outpatient CEOAE test at 15–30 days for all
babies who did not pass the first stage, and a diagnostic ABR
~third stage! in case of failure at the second stage. CEOAEs
analyzed in this study were only those measured in the first
of the three stages of the screening program. Because of the
inpatient retesting procedure being implemented in the first
screening stage, more than one CEOAE may be available for
a given ear. In such cases, the CEOAE showing the highest
whole repro was selected for the inclusion in the study ma-
terial, whereas all the other duplicates were discarded.

2910 well-babies and 505 newborns coming from the
Newborn Pathology Unit NPU~i.e., babies presenting mor-
phological abnormalities, small birth weight for gestational
age, hyperbilirubinemia, gestational age,37 weeks, chro-
mosomal abnormalities, congenital infection, cardiorespira-
tory depression, cardiovascular and metabolic abnormalities!
were considered. All babies were tested by CEOAEs be-
tween 36 and 48 hrs~or between 3 and 5 days for Caesarean
section!. CEOAEs coming from NPU babies were analyzed
separately from the well-babies because they are typically
noisier ~due to the increase of endogenous noise related, for
example, to a greater susceptibility of the newborn and to
swallowing, snoring! and may present a different pattern.

All CEOAEs considered in this study were checked to
have a stimulus stability greater than 75%, a noise level
lower than 50 dB, and a stimulus dB peak~which is the
intensity of the largest stimulus peak measured in the ear
canal at the probe microphone! ranging from 77 to 83 dB
peak. It is noted that the stimulus dB peak may differ radi-
cally from that reaching the tympanic membrane due to
standing waves in the ear canal. Standing waves affect high
frequencies particularly and the stimulus peak level is sensi-
tive to high-frequency content.

2. Instrumentation

CEOAEs were recorded bilaterally using an Otodynamic
ILO system, software version 5; emissions were processed
and recorded according to the default settings of ILO. Clicks
were presented according to the ‘‘nonlinear’’ acquisition
mode ~Kemp and Ryan, 1993!, which employs a train of
three clicks followed by a fourth click of inverse polarity and
three times greater. For each trial, 260 repetitions of the
click-train ~4 clicks per train! were averaged into each of two
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separate buffers~A and B replicate recordings in the ILO
equipment!. Both the ‘‘Preset’’ and the ‘‘QuickScreen’’ ac-
quisition mode, which employs a sweep time of 12.5 ms
instead of 20 ms of the ‘‘Preset’’ mode and a higher stimulus
rate, were used~see Table I for a summary of the babies
analyzed in this study!. Further technical details on the ILO
device can be found in Bray and Kemp~1987! and in Kemp
and Ryan~1993!.

3. Effects of off-line processing on CEOAE scoring

CEOAE scoring is greatly influenced by the number and
position of the test frequencies into which the compound
emission is decomposed, their bandwidths, and the value of
the thresholds for the reproducibility of the compound emis-
sion and its test frequencies. Among all the possible combi-
nations of these factors, attention was focused on the effects
of the number, central frequencies, and bandwidth of the test
frequencies. A finite number of frequency settings~Table II!,
which entirely covered the most characteristic frequency
range of newborn CEOAEs~i.e., 1.5–4 kHz! were consid-
ered. Two out of the 12 frequency combinations analyzed
here were the same as used by default by ILO, specifically
the subdivision into 1-kHz-wide bands centered at 2, 3, 4
kHz ~‘‘Preset’’ mode! and into 0.8-kHz-wide bands centered
at 1.6, 2.4, 3.2, and 4 kHz~‘‘QuickScreen’’ mode!. Both
nonoverlapping and partially overlapping frequency bands
were taken into consideration.

CEOAEs were off-line band-pass filtered according to
each of the 12 frequency combinations of Table II and nu-
merically scored. According to the common and well-
established clinical practice, a CEOAE was considered as a
‘‘pass’’ when the ‘‘band-repro’’ values of all the considered
narrow-band components were greater than a threshold value
and ‘‘fail’’ in all other cases. To limit the number of exam-
ined situations without losing in completeness, the band-
repro thresholds were set at a same identical value for all

frequency bands considered at a given frequency setting. Re-
sults will be expressed in term of the referral rate, i.e., the
percentage of babies that would need to be referred to a
further CEOAE evaluation because of a ‘‘fail’’ CEOAE in
one or both ears.

As shown in Fig. 1, in almost more than 99% of the
babies analyzed in this study, the ‘‘whole repro’’ was found
to be quite high and markedly well above 70%. This particu-
lar distribution of ‘‘whole repro’’ was due to the initial
choice to include into the test material only those CEOAEs
with the best ‘‘whole repro’’ among all the duplicate record-
ings available for a given ear~see Sec. III B 1!. Because of
this particular distribution, the ‘‘whole repro’’ does not rep-
resent a significant parameter to be analyzed in this study
material.

IV. RESULTS

A. Factors affecting the pdf of r̂ xy

Figure 2 shows the variance of the pdf ofr̂ xy as a func-
tion of the sample lengthN, the bandwidth of the band-pass
filter used to decompose the tested signal into narrow bands,
and the S/N ratio. In all simulations, the pdf ofr̂ xy presented
no bias~its expected value was equal to zero! and had a finite
variance. The variance was inversely proportional toN, thus
meaning that the longer the sequence length the more accu-
rate is the estimate ofr̂ xy . For N→` the variance of the pdf
tends to zero. A similar trend was observed between the
bandwidth and the variance of the pdf: the wider the band-
width the better is the estimate ofr̂ xy . In this latter case, it is
observed that the variance decreases rapidly for bandwidths
smaller than some 1–1.5 kHz and tends to reach a plateau for
bandwidths greater than 1–1.5 kHz. Results from these
simulations revealed that windowing in thetime and fre-
quencydomains produces similar effects on the variance of
the pdf. Panel~c! of Fig. 2 illustrates the variance as a func-
tion of the S/N ratio. As in the two previous simulations, the
variance progressively decreases for increasing S/N ratio,
thus meaning that the accuracy in the estimation of reproduc-
ibility tends to decrease with bad quality CEOAEs.

TABLE I. Summary of babies considered in this study. The ‘‘Preset’’ and
the ‘‘QuickScreen’’ mode of acquisition of ILO were used.

Preset QuickScreen

Well-babies 1586 1324
NPU 368 137

TABLE II. Bandwidths ~kHz! considered for each of the four frequency
subdivision schemes~A through D! used in the examination of decision
rules. A: central frequencies at 1.6, 2.4, 3.2, 4 kHz; B: 2, 3, 4 kHz; C: 2.25,
3.75 kHz; D: 2, 4 kHz. A total number of 12 frequency combinations~3
different bandwidths34 frequency subdivision schemes! were considered.
In each of the four frequency subdivision schemes, bandwidths were se-
lected in order to have narrow bands that do not overlap at all or have a
partial overlap of about 250 and 500 Hz.

Frequency subdivision scheme
A B C D

0.8a 1b 1.5 2
1 1.25 1.75 2.25
1.2 1.5 2 3

aDefault setting of ILO ‘‘QuickScreen’’ mode.
bDefault setting of ILO ‘‘Preset’’ mode.

FIG. 1. Distributions of ‘‘whole repro’’ values for CEOAEs recorded with
the ‘‘Preset’’ and ‘‘QuickScreen’’ mode from the newborns considered in
this study. ‘‘Preset’’: 1943 babies~1583 well-babies1360 NPU babies!;
‘‘QuickScreen’’: 1461 babies~1324 well-babies1137 NPU babies!. All ba-
bies were tested bilaterally.
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B. Results from ‘‘Preset’’ CEOAEs

This section illustrates the effects of the frequency sub-
division scheme, bandwidth, and threshold on scoring of
CEOAEs recorded with the ‘‘Preset’’ mode from well-babies
and NPU babies.

Figure 3, panels~a! and ~c!, show the referral rate as a
function of the ‘‘band-repro’’ threshold for CEOAEs re-
corded with the ‘‘Preset’’ mode for both well-babies@panel
~a!# and NPU babies@panel ~c!#. Results were obtained by
considering a ‘‘band-repro’’ threshold ranging from 50 to
100%. ‘‘Band-repro’’ values were calculated from band-pass
filtered components extracted from the compound CEOAE.
The central frequencies of the filters were set according to
each of the four frequency subdivision schemes shown at the
inset, whereas the bandwidths were chosen to obtain con-
secutive, nonoverlapping frequency components.

For both well-babies and NPU babies, the referral rate
curves exhibit a very specific pattern consisting of an initial
plateau~where the referral rate remains almost constant!, a
knee point, and a steep increase for ‘‘band-repro’’ thresholds

higher than the threshold value at the knee point. The referral
rates obtained evaluating the ‘‘band-repro’’ values of com-
ponents centered at 1.6, 2.4, 3.2, and 4 kHz are higher than
in all the other frequency subdivision schemes; the best per-
formance is achieved with the frequency subdivision scheme
2.25–3.75 kHz. The referral rate in NPU babies is markedly
higher than that obtained in well-babies, regardless of the
frequency subdivision scheme and the threshold used.

Also, results obtained with the frequency subdivision
scheme at 1.6-2.4-3.2-4 kHz are fairly unstable because even
a small change in the numerical value of the ‘‘band-repro’’
threshold may produce a substantial change in the referral
rate.

Figure 4 depicts the referral rate as a function of the
bandwidth of the components extracted according to the four
frequency subdivision schemes shown in the legend, for
well- and NPU babies. Here, to reduce the number of varying
parameters, the ‘‘band-repro’’ threshold was fixed at 60%,
which corresponds to the value of the ‘‘band-repro’’ thresh-
old at the knee points of Fig. 3. As illustrated in Fig. 4, left
panel, for all the frequency subdivision schemes~with some
few exceptions for NPU babies!, the referral rate decreases
by increasing the bandwidth of the components. The referral
rate at the frequency subdivision scheme 1.6-2.4-3.2-4 kHz
is greater than that obtained at the other three subdivision
schemes, regardless of the bandwidth and the tested popula-
tion. The referral rate obtained for the NPU babies is much
greater than that observed in the well-baby population.

C. Results from ‘‘QuickScreen’’ CEOAEs

The referral rate as a function of the ‘‘band-repro’’
threshold for CEOAEs recorded with the ‘‘QuickScreen’’
has a similar trend as previously observed in ‘‘Preset’’
CEOAEs. Panels~b! and~d! of Fig. 3 show the referral rate
as a function of the ‘‘band-repro’’ threshold for well-babies
and NPU babies. As for ‘‘Preset’’ CEOAEs, the worst per-
formance is obtained with the frequency subdivision scheme
at 1.6–2.4–3.2–4 kHz: for this frequency scheme, the refer-
ral rate is found to be almost linearly related to the threshold,
thus indicating that this scheme produced very unstable re-
sults, even more unstable than in ‘‘Preset’’ CEOAEs.

Figure 4, right panel, illustrates the referral rate as a
function of the bandwidth for CEOAEs recorded with the
‘‘QuickScreen’’ mode. It should be noted that the increase in
the bandwidth does not always produce a reduction in the
referral rate, as observed in ‘‘Preset’’ CEOAEs. Also, for all
the frequency subdivision schemes, but the 1.6–2.4–3.2–4
kHz, the use of the ‘‘QuickScreen’’ seems to yield to a re-

FIG. 2. Estimated variance of the pdf ofr̂ xy as a func-
tion ~a! of the sample lengthN, ~b! the bandwidth~Hz!
of the band-pass filters, and~c! the S/N ratio~dB!. Data
were calculated from 1000 pairs of noisy CEOAEs ob-
tained by the summation of a real, good-quality
CEOAE (CEOAEgold) with 1000 pairs of representative
samples of noise~see the text for details on the simula-
tions!. Results were obtained considering ten different
CEOAEsgold and are shown superimposed on each
panel.

FIG. 3. Referral rate as a function of the ‘‘band-repro’’ threshold for the
four frequency subdivision schemes shown in the inset. Data in panels~a!
and~c! were derived from CEOAEs recorded with the ‘‘Preset’’ mode from
1586 well-babies and 368 NPU babies, whereas data in panels~b! and ~d!
were derived from ‘‘QuickScreen’’ CEOAEs from 1384 well-babies and
137 NPU babies. The ‘‘band-repro’’ threshold was set to the same identical
value for all frequency bands considered at a given frequency subdivision
scheme.
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ferral rate better than that obtained with the ‘‘Preset’’ mode,
especially in NPU babies. However, this last result must be
regarded with some caution because babies tested with the
‘‘Preset’’ mode were different from those tested with the
‘‘QuickScreen’’ and the number of babies tested in the two
conditions was different.

V. DISCUSSION

CEOAEs are widely used in clinical practice to assess
the integrity of the outer hair cells, especially in newborn
hearing screening programs; their accuracy to detect hearing
damages is now well recognized~NIH Consensus Statement,
1993; Whiteet al., 1994; Maxonet al., 1995; Finitzoet al.,
1998; McPhersonet al., 1998; Morlet et al., 1998; Vohr
et al., 1998; Aidanet al., 1999; Grandori and Lutman, 1999!.
Nevertheless, some aspects related to the influence that the
acquisition procedure, the analysis software, and decision
rules have on the scoring still need to be thoroughly investi-
gated. Also, no consensus exists regarding the numerical cri-
teria to be used to score OAE responses in a screen test.

Numerical scoring of CEOAEs is typically achieved by
the evaluation of a number of quantitative parameters related
to the reproducibility of the whole emission and of proper
frequency bands. Therefore, screening outcomes are influ-
enced not only by the specific combination of frequency
bands/thresholds but also by the accuracy with which the
reproducibility is estimated. Since the reproducibility is com-
puted from a number of sampled realizations of the stochas-
tic process underlying the generation of a CEOAE response,
its estimate is affected by errors related to several factors,
such as the length of the sampled realizations, the level of
noise~or equivalently, the S/N ratio! in the recordings, and
the bandwidth of the filters used to decompose the compound
signal into narrow bands.

The simulations illustrated in this study show that the
greater the number of sampled data points, the higher the
S/N ratio, and the broader the bandwidth, the more accurate
is the estimate of the reproducibility. There is a trade-off
between the accuracy of the reproducibility estimate and the
frequency-specific analysis of CEOAEs: to achieve a good

accuracy of the reproducibility estimate the bandwidth
should be as wide as possible, whereas to produce a
frequency-specific analysis of CEOAEs the bandwidth of the
tested components should be as narrow as possible. In par-
ticular, a bandwidth of 1 or 1.5 kHz seems to be a wise
compromise between the accuracy of the estimate and the
frequency-specific analysis of CEOAEs. For bandwidths nar-
rower than 1–1.5 kHz, the error in the estimated reproduc-
ibility may be relevant.

Narrow bandwidths can lead to imprecise results due to
the intrinsic distribution of frequencies in CEOAEs. As a
matter of fact, CEOAE frequency spectra of normal hearing
subjects are typically characterized by a series of peaks and
troughs, i.e., CEOAE frequency components are not uni-
formly distributed and have different strengths~Kemp, 1978;
Grandori et al., 1990!. Although the residual noise is not
equal across frequency, its spectrum is almost smooth com-
pared to the CEOAE. It follows that the S/N ratio can vary
from one frequency to another. The use of too narrow band-
widths implies that the reproducibility is computed on small
sections of the frequency spectra where the S/N ratio may be
low, thus leading to imprecise estimates of the reproducibil-
ity.

As expected, results of this study confirmed that numeri-
cal scoring of CEOAEs is influenced by the number, the
central frequency, and the bandwidth of the narrow-band
components extracted from the CEOAEs being used to de-
termine pass and refer. In this study, real CEOAEs recorded
in clinical environments from more than 3400 newborns
were decomposed into narrow bands according to four dif-
ferent frequency subdivision schemes, two of which were the
same as performed by default by the ILO device. The num-
ber of components in each frequency subdivision scheme
varied from a minimum of two to a maximum of four. For
each frequency subdivision scheme, three different values of
the bandwidth were considered. Finally, CEOAEs were nu-
merically scored considering the 433 different combinations
of frequency schemes and bandwidths and results were ex-
pressed in terms of the referral rate.

The most unstable and worst results were obtained when

FIG. 4. Referral rate as a function of
the bandwidth~kHz! of the compo-
nents considered in the four frequency
subdivision schemes shown in the in-
set. All the data were calculated by us-
ing a ‘‘band-repro’’ threshold of 60%.
Results are derived from CEOAEs re-
corded with the ‘‘Preset’’ mode from
1586 well-babies~left panel, closed
symbols! and 368 NPU babies~left
panel, open symbols! and with the
‘‘QuickScreen’’ mode from 1324
well-babies~right panel, closed sym-
bols! and 137 NPU babies~right
panel, open symbols!.
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considering the frequency subdivision scheme 1.6–2.4–
3.2–4 kHz, irrespective of the thresholds separating passes
from fails and the bandwidths of the extracted components.
The referral rate obtained with this scheme is almost linearly
related to the ‘‘band-repro’’ threshold, thus meaning that
even a small change in the threshold may produce a signifi-
cant change in the referral rate. For the other subdivision
schemes~i.e., those with two or three test frequencies!, the
referral rate is more stable, remains constant for ‘‘band-
repro’’ thresholds up to 60%–70%, and then increases rap-
idly for greater values of the threshold. The best performance
is observed with the subdivision scheme using two test fre-
quencies at 2.25 and 3.75 kHz.

The worst performance of the frequency subdivision
scheme 1.6–2.4–3.2–4 kHz, mostly evident for CEOAEs
recorded with the ‘‘QuickScreen’’ mode and for NPU ba-
bies, is in agreement with the simulations discussed above:
the greater the number of test frequencies, the narrower the
bandwidth~to assure a proper frequency specificity! and the
greater the probability to obtain a ‘‘false alarm’’ due to a raw
estimate of the reproducibility. Also, the choice of the num-
ber of the tested frequencies must take into account that
CEOAEs exhibit a great intersubject variability~both for
waveform and frequency content! and, only on average, they
are present in the 1.5–4-kHz range~Bonfils et al., 1988;
Grandori et al., 1990; Martin et al., 1990; Tognolaet al.,
1997!. This mean that, a given subject, although normal, may
be characterized by lack of CEOAE components in small
portions of the 1.5–4-kHz range, or, in other words, the more
the tested frequencies included in the evaluation, the more
difficult to pass the test.

Also, the subdivision scheme using four test frequencies
includes a frequency at 1.6 kHz, which is typically contami-
nated by the residual low-frequency noise. Results~not re-
ported in this paper! indicate that using at 1.6 kHz a thresh-
old lower than for the other frequencies would improve the
results, although the referral rate would remain remarkably
higher than for the other subdivision schemes.

Results of this study seem to indicate that the choice of
the acquisition procedure~i.e., the ‘‘Preset’’ mode as op-
posed to the ‘‘QuickScreen’’ mode! may influence the refer-
ral rate, especially in NPU babies. As a matter of fact,
CEOAEs recorded with the ‘‘QuickScreen’’ were character-
ized by the lowest referral rate at all frequency subdivision
schemes but at 1.6–2.4–3.2–4 kHz, for both well-babies and
NPU babies. Shortening the sweep time from 20 to 12.5 ms,
as in the ‘‘QuickScreen’’ mode, results in decreasing the
influence of noise, especially for low-frequency components
~Kemp and Ryan, 1993; Tognolaet al., 1999!. As a result,
this procedure may lead to the reduction of rejected points,
testing time, and fail rate~Kemp and Ryan, 1993!.

It is to be noted that, although the reproducibility in-
creases with the ‘‘QuickScreen,’’ this is at the expense of
reduced degrees of freedom for the noise estimation. When
the noise contains strong low-frequency components and is
nonstationary~as in the case of CEOAEs!, the reduction in
degrees of freedom may lead to large errors. This can cause
a lack of sensitivity of the test. As this study was unable to
assess sensitivity and the number of babies tested with the

‘‘QuickScreen’’ was very small, the results shown here must
be regarded with some caution and need more exhaustive
investigations to be statistically significant.

Generally, for CEOAEs recorded with the ‘‘Preset’’
mode the increase in the bandwidth of the tested components
produces a decrease in the referral rate, especially for the
subdivision scheme using four components, where the refer-
ral rate decreases from 24% to 21% for well-babies and from
36% to 33% for NPU babies. This is in agreement with data
reported by Gorgaet al. ~1993!, in which they showed better
test performance for CEOAEs analyzed into octave bands
compared to the same CEOAEs analyzed into 1/3 octave
bands.

On the contrary, for emissions recorded with the
‘‘QuickScreen’’ mode, the increase in the bandwidth is often
associated with an increase in the referral rate. This was
mainly due to the decrease of the reproducibility at the low-
est frequency bands when broader bandwidths are used. As
illustrated, for example, in Fig. 5 for the components at 2 and
3 kHz, the increase in the bandwidth produces a slight but
significant decrease of the reproducibility of the lowest fre-
quency component~2 kHz!, whereas for the highest compo-
nent the reproducibility does not change with the bandwidth.
This behavior is most probably a direct consequence of the

FIG. 5. Distributions of ‘‘band-repro’’ values of the components at 2 and 3
kHz for CEOAEs recorded with the ‘‘QuickScreen’’ mode~1324 well-
babies1137 NPU babies!. All babies were tested bilaterally. For both the
components, the ‘‘band repro’’ was computed at different values of the
bandwidth~in kHz!, as indicated in the inset. Results obtained for the com-
ponent at 4 kHz~not plotted here! were the same as for the 3-kHz compo-
nent.
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reduction of the sweep time from 20 to 12.5 ms performed
by the ‘‘QuickScreen.’’ As described by Tognolaet al.
~1999!, shortening the acquisition time-window produces an
improvement of the reproducibility of the mid-to-high fre-
quencies~i.e., the components that reached the maximal am-
plitude well before 12.5 ms!, whereas at low frequencies this
procedure may introduce no changes or even a slight de-
crease of the reproducibility.

The refinement of the acquisition parameters is still un-
der investigation. In a series of simulations, Brass and Kemp
~1994! found that in the objective CEOAE assessment~based
on the S/N ratio of a time-limited and band-limited section of
the response! time-windowing between 4 and 10 ms and fil-
tering the response between 1.5 and 2.8 kHz performed well
in comparison to the ‘‘Preset.’’ As a result, another screening
device by Otodynamics—the ‘‘Echosensor’’—uses a
4–10-ms window and a band-pass filter 1.6–2.8 kHz. Tests
of this device indicate that the ‘‘Echosensor’’ has a greater
efficiency than the ‘‘QuickScreen’’ and the ‘‘Preset’’~Brass
et al., 1994; Maxonet al., 1996!.
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In the region where a sinusoidal wave in the cochlea reaches its maximum amplitude, the long-wave
~or one-dimensional! model of the cochlea is deficient. In this region a short-wave model is more
appropriate. However, in its current form, the short-wave model supports only waves in one
direction. Therefore, it cannot cope with reflection effects associated with, e.g., inhomogeneities.
Theoretical explorations of creation and internal reflection of otoacoustic emissions have almost
exclusively been based on the long-wave model. In this article the road is paved for future
explorations on a generalized form of the short-wave model, one that supports forward as well as
backward waves, and thus can include internal reflections. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1329623#

PACS numbers: 43.64.Kc, 43.64.Bt@LHC#

I. INTRODUCTION

In recent times several publications have appeared re-
lated to the problem of internal reflection in models of the
cochlea. These explorations were inspired by the somewhat
puzzling properties of otoacoustic emissions from the
cochlea, in particular, distortion-product emissions. Two
general classes of emission sources were distinguished,
wave-fixed and location-fixed~starting with Kemp and
Brown, 1983, more recent papers Schneideret al., 1999; Tal-
madge et al., 1999; Knight and Brass, 2000; Prijset al.,
2000; theoretical foundation: Shera and Guinan, 1999!.
These classes of emissions are also different in that the
former is typically associated with nonlinear phenomena,
and the latter operates in linear as well as nonlinear models.
Most if not all modeling work was done on thelong-wave
model, also known as theone-dimensionalmodel. A few
relevant publications are Talmadge and Tubis~1993!, Shera
and Zweig ~1993!, Talmadgeet al. ~1997, 1998, 1999!,
Shera and Guinan~1999!, and the basic notion of ‘‘coherent
reflection’’ was defined by Zweig and Shera~1995!. The
advantages of this approach are obvious: the long-wave
model is described by a second-order differential equation
with only two terms, and this type of equation has been
thoroughly studied by mathematicians and physicists.

The long-wave model can adequately explain many
properties of the cochlea, notably those related to variations
of the basilar membrane impedance. It can also explain re-
flection phenomena, at the stapes as well as elsewhere, e.g.,
reflections resulting from irregularities in cochlear structure.
However, the long-wave model is deficient in the ‘‘peak re-
gion.’’ To illustrate this property, data are taken from a num-
ber of experiments executed in collaboration with A. L. Nut-
tall ~see, e.g., de Boer and Nuttall, 2000!. In these
experiments the velocity of the basilar membrane was
measured at a location in the guinea pig cochlea that is tuned
to a frequency near 17 kHz. The measured frequency re-
sponse curves are converted to the place domain~x!, using a

standard frequency-to-place map, and the wave numberk
5dw/dx, wherew is the response phase, was determined at
the location of the response peak. The wave numberk relates
to the wavelengthl by k52p/l. According to a very con-
servative condition for validity of the long-wave model the
wavelengthl should everywhere be larger than 2p times the
heighth of one cochlear channel~de Boer, 1996, Eq. 4.2.9!.
In terms of the wave number, the productkh should be
smaller than 1. Averaged over 12 experiments in sensitive
animals, the average value of the productkh at the response
peak is 13.960.9 ~the heighth is taken equal to 1 mm!. Over
the same experiments, the value ofkh at the peak is
2.8260.6 for post-mortem responses. Clearly, in the live ani-
mal the condition for long waves is not met by far, and for
the post-mortem condition it is not met either.

To solve a more general case, and to include long as
well as short waves, two- and three-dimensional models have
been developed. This development started with Lesser and
Berkley ~1972!, and accelerated with Allen~1977!, Allen
and Sondhi~1979!, Steele and Taber~1979, 1981!, and
Neely ~1985!. For a review of this development see de Boer
~1996!. In most cases solutions to these models were ob-
tained in digital form or via the LG or Wentzel–Kramers–
Brillouin ~WKB! approximation. At first sight, trying to de-
velop generalizedanalytical relations seems an impossible
task in a three-dimensional setting.

In the region of the response peak the physics of the
model can better be described by theshort-wavemodel than
by the long-wave model. In the original formulation the dif-
ferential equation for the short-wave model is of the first
order, even simpler than that for the long-wave model. How-
ever, this equation allows only a solution representing a
wave propagating in one direction~Siebert, 1974; de Boer,
1979!. In the present article it is shown that the short-wave
model can be reformulated so thatit allows waves in the
forward as well as the backward direction. The result is a
second-order differential equation.1 This does not mean that
all results obtained for long-wave models can be directly
transposed to the short-wave model. In the physical sense thea!Electronic mail: e.d.boer@hccnet.nl
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two models are simply not equivalent. Mathematically, the
two second-order equations are not equivalent either. How-
ever, it is felt that more widely applicable relations can be
based on the generalized approach illustrated here. More-
over, the path to analytical solutions or useful approxima-
tions for the short-wave region is opened. It should be re-
membered, though, that no form of the short-wave model is
adequate for the basal region.

II. DERIVATION

The model to be used has two channels, the complex
variablep(x) is the pressure in the upper channel~the one in
which the stapes is located! and2p(x) is the pressure in the
lower channel. The~real! variablex denotes the coordinate in
the longitudinal direction of the model, starting with zero at
the stapes and round-window location. The velocityvBM(x)
is counted positive when the basilar membrane~BM! moves
from the lower to the upper channel. The relation between
pressurep(x) and BM velocityvBM(x) is then

vBM~x!5
22p~x!

ZBM~x!
, ~1!

where ZBM(x) the impedance of the BM. Thelong-wave
equationfor the pressurep(x) reads

d2

dx2 p~x!2
2ivr

heZBM(x)
p~x!50. ~2!

The parameters are as follows:v is the radian frequency,r
is the density of the fluid, andhe is the ‘‘effective’’ height of
the model.2 Equation~2! is the equation for thepressure. The
long-wave equation for the BMvelocityvBM(x) is somewhat
more complicated:

d2

dx2 vBM~x!12
d

dx
ln@ZBM~x!#

d

dx
vBM~x!

1FUBM~x!2
2ivr

heZBM~x!GvBM~x!50, ~3a!

with UBM(x) given by

UBM~x!5
1

ZBM~x!

d2

dx2 ZBM~x!. ~3b!

The long-wave equation is valid when the wavelength of the
wave in the model is ‘‘large’’ compared to the heighth of
the model~see Sec. I!.

The other extreme occurs when the wavelength is small
compared toh, this leads to the short-wave model. The
short-wave equationfor waves traveling to the ‘‘right,’’ i.e.,
in the direction of increasingx, reads~de Boer, 1979!:

d

dx
p~x!1

2vr

ZBM~x!
p~x!50. ~4!

Similarly, the equation for waves to the ‘‘left’’ is

d

dx
p~x!2

2vr

ZBM~x!
p~x!50. ~5!

Note that each of these two equations has an analytical so-
lution.

Let the solution to Eq.~4! be p1(x), and that to Eq.~5!
p2(x). The general solution to the short-wave model equa-
tion in which waves inbothdirections are possible should be
of the form

p~x!5ap1~x!1bp2~x!, ~6!

in which a andb are arbitrary constants. We desire to know
the equation of which this is the general solution. To find it,
first differentiate Eq.~4! once with respect tox. Use Eq.~4!
again for reducing the term withdp1(x)/dx to p1(x) and the
term with p1(x) to dp1(x)/dx. The result is a three-term
second-order differential equation with one plus and two mi-
nus signs. Use Eq.~5! in the same way forp2(x). Again, an
equation results with one plus and two minus signs. Next,
combine these two equations with coefficientsa andb and
rewrite the result in terms ofp(x) just as it appears in Eq.
~6!. It is found that the following equation inp(x) fulfills the
requirement~de Boer, 1983!:

d2

dx2 p~x!1
d

dx
ln@ZBM~x!#

d

dx
p~x!2F 2vr

ZBM~x!
G2

p~x!50. ~7!

The solution of this equation, with the proper boundary con-
ditions imposed at the two ends, supports forward as well as
backward waves both having the character of short waves
~deep-water waves!.3 It therefore also supports internal re-
flections, e.g., from irregularities. Equation~7! is similar in
form to Eq.~3a! with two differences,~1! the factor of 2 in
the second term of Eq.~3a! is missing in Eq.~7!; and~2! the
square of the impedance appears in Eq.~7!.

About item~1!, see the next section. Item~2! illustrates
the well-known property of short waves in that they depend
in a much stronger way on the BM impedance than long
waves. In spite of these obstacles, Eq.~7! is sufficiently
simple to allow analytical treatment, for instance, by a modi-
fication of the LG method. Therefore, the author feels that it
is useful to reopen this formulation to theorists. It is stressed
again thatin the peak regionthe short-wave model describes
the cochlear wave better than the long-wave model.

III. ALTERNATIVE FORMULATION

To illustrate item~1!, write the pressurep(x) as a prod-
uct of a new unknownq(x) and a coefficient functionW(x):

p~x!5W~x!q~x!. ~8!

For Eq.~7! to have only two terms,W(x) must satisfy

W~x!5S 2vr

ZBM
(x) D 1/2

. ~9!

Then the two-term differential equation forq(x) is

d2

dx2 q~x!1FW9~x!

W~x!
1

Z8~x!

ZBM~x!

W8~x!

W~x!
2S 2vr

ZBM~x!
D 2Gq~x!

50, ~10!
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whereW8(x) stands fordW(x)/dx, W9(x) for d2W(x)/dx2,
andZ8(x) for dZBM(x)/dx. This method is one of the stan-
dard conversion methods for differential equations. In this
formulation q(x) does not have physical meaning. Apart
from the aforementioned term (2vr/Z(x))2, two extra terms
appear in Eq.~10! that are related to variations ofZBM(x)
with x. In the main response region~the response peak and
the regions next to it, on both sides! these terms turn out to
be relatively small so that the main properties of the solution
to Eq. ~10! follow from those of (2vr/ZBM(x))2.

Note added.Christopher Shera showed the author that at
least one promising variation of the derivation in Sec. III on
‘‘alternative formulation’’ is possible. The author hopes that
this and other variations will be developed further to give a
wider scope to the theory on micro-reflections in the cochlea.

1This second-order differential equation, Eq.~7! of this note, has been
published—without derivation—earlier, in a rather inaccessible place~de
Boer, 1983!.

2The effective height is the area of the cross section of one channel divided
by the width of the BM. It is generally larger than the heighth of one
channel.

3A program set that runs in Matlab® ~any Windows version from 4.0 on! can
be obtained from the author. One program, SW01, shows the equivalence
of solutions of Eqs.~4! and ~7! for a realistic impedance function. If de-
sired, it also shows the relative sizes of the extra terms in the bracketed part
of Eq. ~10!. Another program, SW03, illustrates the deficiency of the long-
wave model and the approximate adequacy of the short-wave model in the
region of the response peak. Apply via e-mail.
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The binaural coherence edge pitch~BICEP! is a dichotic broadband noise pitch effect similar to the
binaural edge pitch~BEP!. The BICEP stimulus is made by summing spectrally dense sine wave
components with random phases. Theinteraural phase angle is a constant~0 or p! for components
with frequencies below~or above! a chosen edge frequency, and it is a random variable for the
remaining components. The chosen edge frequency is a coherence edge because the noises to the
two ears are mutually coherent within any band of frequencies on one side of the edge and they are
mutually incoherent in any band on the other side. Pitch-matching experiments show that the BICEP
exists for coherence edge frequencies between about 300 and 1000 Hz. It is matched by a pure-tone
frequency that differs from the edge frequency by 5% to 10%. The matching frequency lies on the
incoherent side of the edge, an important result that is consistent with the way that the
equalization-cancellation model has been applied to binaural pitch effects, especially the BEP. The
results of BICEP experiments depend upon whether the coherent components are presented in 0 or
p interaural phase for some listeners but not for all. The BICEP persists if the noise to one of the
ears is delayed, but it becomes weaker and less well matched as the delay increases beyond 2 ms.
The BICEP does not depend on whether the component amplitudes are all created equal or are given
a Rayleigh distribution. Some reliable pitch sensation exists even when the component amplitudes
are entirely independent in the two ears, so long as the phase coherence conditions of the BICEP
stimulus are maintained. The existence of the BICEP is a challenge for current models of dichotic
pitch because none of them predicts all its features. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1331680#

PACS numbers: 43.66.Ba, 43.66.Hg, 43.66.Pn@DWG#

I. INTRODUCTION

The binaural coherence edge pitch~BICEP! is a dichotic
noise pitch effect, made with white noise wherein a particu-
lar interaural phase relationship causes a pitch to appear.
Therefore, the BICEP is a member of the family of effects
that began with the Huggins pitch and includes the binaural
edge pitch~BEP!. Like the Huggins pitch and BEP, the
BICEP sounds like a narrow band of noise or like a pure tone
embedded in noise.

A. The Huggins pitch

The first, and strongest, tonotopically local dichotic
pitch effect is the Huggins pitch~Cramer and Huggins,
1958!. It is created by dichotic broadband noise having a
transition frequency region over which the interaural phase
changes by 360 deg. For example, the interaural phase angle
might be zero for all frequencies up to 580 Hz and 360 deg
~equivalent to zero! for all frequencies above 620 Hz. Be-
tween 580 and 620 Hz is the transition region where the
interaural phase changes smoothly from 0 to 360. In the cen-

ter of the transition region, at a frequency of 600 Hz, the
interaural phase is 180 deg. Such a stimulus produces a pitch
with a frequency of about 600 Hz. The width of the transi-
tion region is a critical experimental variable. The width de-
scribed above, 7% of the center frequency, is about optimal
for hearing the effect~Cramer and Huggins, 1958; Hart-
mann, 1979!.

Durlach~1962! explained the Huggins pitch in terms of
his equalization-cancellation~EC! model~Durlach, 1972!, in
which the signals to the two ears can be binaurally added or
subtracted in the central auditory system.1 Applied to the
above stimulus, the binaural subtraction operation leads to a
central spectrum that is zero everywhere except in the phase
transition region. Within the transition region there is a peak
centered at 600 Hz, in agreement with the perceived fre-
quency.

Evidence in favor of the EC explanation for the Huggins
pitch can be found by creating a monaural analog to the
Huggins effect. The analog simulates the supposed action of
the binaural system by electronically subtracting the left and
right signals of the dichotic stimulus to make a monaural
stimulus in which most of the noise components are can-
celed. Perception of the resulting noise band can be com-
pared with the percept obtained dichotically in Huggins
pitch. When the noises are electronically subtracted, the peak
in the monaural spectrum leads to a spectral pitch of about
600 Hz as expected. If the width of the transition region is
increased, the pitch tends to disappear. As a function of tran-
sition region width, the dichotic pitch~Huggins pitch! disap-

a!A preliminary study of the BICEP was reported at the 107th meeting of the
Acoustical Society of America at Norfolk in the spring of 1984~Hartmann,
1984a!. The noises used in that study were only 0.25 s in duration and they
were not recomputed for each trial. Noises used in the experiments of the
present article were much superior technically, but the results were not
much different.

b!Electronic mail: hartmann@pa.msu.edu
c!Present address: Department of Physics, University of Texas, Austin, TX
78712.
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pears in the same way as the spectral pitch, electronically
generated by subtracting channels~Hartmann, 1979!. At ev-
ery value of the width, the change in pitch strength is about
the same for both kinds of presentation.

B. The binaural edge pitch

The binaural edge pitch~BEP! stimulus~Klein and Hart-
mann, 1980! resembles the Huggins pitch stimulus, but the
phase variation is only 180 deg, and the width of the transi-
tion region may be zero. Applying the cancellation process
from Durlach’s model leads to a central spectrum which is
either a high-pass or low-pass noise band. For example, if
the noise components in the two ears are in phase below the
phase transition frequency and 180 deg out of phase above
that frequency, then binaurally adding noises in the two ears
would lead to a low-pass central spectrum, whereas subtract-
ing noises in the two ears would lead to a high-pass central
spectrum. Because noise bands with sharp spectral edges
~monaural or diotic! produce pitches near the edges~Small
and Daniloff, 1967; Fastl, 1971!, it was predicted, by anal-
ogy with Durlach’s argument, that the central spectrum cre-
ated by the dichotic stimulus would also have a pitch,
namely the BEP. Experiments showed that the BEP did exist,
though it was weaker than the Huggins pitch. It is perhaps
not extending the analogy too far to say that the BEP is
weaker than the Huggins pitch by about the same amount as
the spectral edge pitch is weaker than the pitch of the mon-
aural spectral peak generated by subtracting the Huggins
pitch channels.

The comparison between BEP and the pitch of a mon-
aural spectral edge is strengthened by the results of pitch-
matching experiments. A monaural noise with a spectral
edge has a pitch that is close to the edge, but somewhat
within the noise band itself. A low-pass noise band leads to a
pitch that is a few percent below the cutoff frequency; a
high-pass noise band has a pitch a few percent above the
cutoff ~Klein and Hartmann, 1980; Frijnset al., 1986!. Ap-
plication of this monaural analogy to the BEP involves an
ambiguity. Whether the BEP central spectrum most re-
sembles a high-pass or low-pass noise band depends on the
EC operation applied by the central auditory system, binaural
addition, or subtraction. Klein and Hartmann found evidence
that the BEP is bimodal, and they analyzed all their data in
that way. The two peaks of the bimodal distribution com-
pared well with spectral edge pitches that were obtained by
physically combining the two channels to make high-pass
and low-pass bands. Thus, the ambiguity present in the
model appeared to be present in the experimental pitch
matches as well.

It was conjectured that the pitches of both monaural
spectral edges and binaural edges were caused by Mach
bands due to lateral inhibition. In the case of a spectral edge,
neurons tuned to noise components within the noise band but
close to the edge would not be inhibited as much as neurons
tuned to frequencies well inside the noise band. The effect of
decreased lateral inhibition on these neurons near the edge of
the band would produce a peak in the excitation pattern at a
tonotopic place corresponding to a sine tone just inside the
noise, as observed experimentally. In the case of thebinaural

edge, central neurons following the EC process would simi-
larly reflect Mach bands. This conjecture for the binaural
edge was therefore consistent with the bimodal distribution
of the BEP with peaks just above and below the edge fre-
quency. The agreement between experiment and theory was
interpreted as support for the EC model. Using the EC model
to explain the BEP data depended on the assumption that the
binaural system would sometimes use binaural addition of
channels and sometimes use subtraction.2

C. The binaural coherence edge pitch

A further prediction that follows from the EC model is
that a central spectrum with an edge can be created by a
binaural coherence edge. For example, if all the spectral
components below an edge frequency are identical in ampli-
tude and phase in the left and right channels, and all the
components above the edge frequency have uncorrelated
phases, then an operation that binaurally subtracts the left
and right noises leads to a central edge because the low-
frequency components cancel exactly while the incoherent
components above the edge survive the subtraction opera-
tion. The central spectrum generated by this stimulus should
resemble a high-pass noise with a sharp edge leading to a
pitch. This predicted pitch is the BICEP. By analogy with
monaural high-pass noise this pitch should lie above the co-
herence edge frequency. Similarly, noise that is coherent
above an edge frequency and incoherent below the edge
should lead to a pitch that is below the edge frequency.

These then are the predictions for the BICEP. If these
predictions hold then the BICEP has a particular advantage
over the BEP because the BICEP is predicted to be above or
below the coherence edge unambiguously as determined by
the stimulus. That is because only the binaural subtraction
process leads to a sharp central edge with the BICEP stimu-
lus. In contrast, either binaural subtraction or binaural addi-
tion leads to a sharp central edge with the BEP stimulus.
Therefore, the BEP depends on a choice made by the central
processor; the choice of binaural subtraction or addition de-
termines whether the pitch is below or above the binaural
phase edge, and that choice is not experimentally control-
lable. Because of this theoretical advantage of the BICEP, it
is of considerable interest to know whether the BICEP exists
and whether it is shifted away from the edge frequency as
predicted.

II. EXPERIMENT 1—MIDDLE RANGE

A. Method

Pitch-matching experiments were done to see if the
BICEP exists and, if it does exist, to check the predicted
pitch shifts. The matching experiments used an alternating
sequence of BICEP stimulus and sine wave matching tone.
The listener could adjust the frequency of the matching tone
to best match the pitch heard in the BICEP stimulus.

B. Stimuli

To make a noise with a binaural coherence edge, the left
channel was created by adding 16 384 spectral components
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having equal amplitudes and random phases over a 360-deg
range. The components for the right channel were identical
in amplitude and phase to the components for the left chan-
nel for frequencies on the coherent side of the edge. For
frequencies on the incoherent side of the edge, the ampli-
tudes were again equal, but the phases were rerandomized
over a 360-deg range.

Noise computations were done in a Tucker-Davis~TDT!
AP2 array processor. Noises were converted to analog form
by the 16-bit DACs on a TDT DD1. The noise stimulus
buffers were recomputed, with a new set of 16 384 random
component phases, prior to each matching trial. For each
channel, the buffer was 32 768 samples in length, and the
sample rate was 20 ksps. Therefore, the cycle time was 1.6 s
and the components of the noise were separated by 0.61 Hz.
Thus, the transition from complete coherence to complete
incoherence occurred over a frequency difference of 0.61 Hz.
The noises were low-pass filtered at 8 kHz and2115 dB/
octave.

The experiment was run by a microcomputer which also
controlled the TDT system. The experimental matching se-
quence consisted of four intervals: BICEP stimulus, silent
gap, matching tone in diotic noise, and silent gap.3 All inter-
vals were 500 ms long, incommensurate with the buffer
cycle time and short enough that listeners were unaware of
the 1.6-s repetition. The diotic noise presented with the
matching tone had the same level as the BICEP noise, and,
by adjusting the matching tone frequency and level, the lis-
tener could make the matching interval sound like the BICEP
interval. The frequency and level adjustments were made
with ten-turn potentiometers on the listener’s response box.
Potentiometer voltages were read with 16-bit ADCs and used
to control a TDT WG2 pure-tone generator. The ten turns of
the frequency control allowed a range of two octaves, and
push buttons, also on the response box, allowed the listener
to move that range up or down by arbitrarily large amounts.

The noise stimuli were presented at a level of 63 dB SPL
~24-dB spectrum level! by Sennheiser HD 480 headphones.
The level was high enough to produce strong binaural effects
while avoiding cross talk. Listeners heard the stimuli while
seated in a double-walled sound-treated room.

Matching trials were blocked as experimental runs, con-
sisting of one match to each of five coherence edge frequen-
cies, 550, 600, 650, 700, and 750 Hz, presented in random
order. There was no time limit for making a match, and runs
typically lasted 3 or 4 min. There were four different condi-
tions: The coherent region could either be above the edge
frequency or below the edge frequency, and the coherent
components could be either in 0 phase~identical! or p phase
~inverted!. Each listener did ten runs for each condition.

C. Listeners

There were five listeners, C, J, M, T, and W. Listeners C
and M were females, age 19. Listeners J, T, and W were
males, ages 21, 21, and 59. Listeners C and W were the
authors. All listeners had normal thresholds through 8 kHz
except for W, whose thresholds were elevated above 4 kHz
as typical for males of that age. Listener J was unusual, hav-
ing had no musical training at any time in his life.

D. Results

Because of the predicted pitch shifts, it is not possible to
judge the reliability of the pitch matches by direct compari-
son with the edge frequency. Alternative tests are~1!
matches that are monotonic with edge frequency, and~2!
matches that are mutually consistent.

1. Monotonicity statistic

The probability that five matching frequencies chosen at
random are in a monotonically increasing order is 0.8 per-
cent. Therefore, if the matches obtained experimentally rise
monotonically with increasing edge frequency, there is good
evidence that the listener heard a reliable pitch depending on
the edge frequency. The probability that random frequencies
are in ascending order except for one deviation is 21.7 per-
cent. Therefore, if the experimental matches rise monotoni-
cally except for one deviation, then that too is evidence for a
reliable pitch. This probability argument is the basis of the
monotonicity statistic which is used throughout this article.
The expected results for random matches are shown in Table
I. This table serves as a basis for comparison for all the other
tables in the article.

For experiment 1, the monotonicity statistic is given in
Table II for the four conditions and five listeners.4 A plot that
corresponds to the average of the four lines of Table II ap-
pears as the dark histogram in Fig. 1 for illustration. The data
in Table II indicate the presence of a pitch depending on the
edge frequency for all stimulus conditions and all listeners.
For instance, over all listeners and all conditions Table II
shows perfectly monotonic matches for more than 50 percent
of the trials, far greater than 1 percent as expected for ran-
dom matches. Some listeners scored 100 percent. Statistics
for monotonicity except for one deviation are similarly out of
line with random performance. Although this statistic ig-
nores the magnitude of the deviation from monotonically
increasing matches, most deviations were just exchanges of
neighboring positions when there was only a single violation.
In summary, Table II shows unequivocal evidence for the
existence of the BICEP.

TABLE I. Monotonicity for five random matches. The table shows the
expected percentage for which there are no~0! deviations from monotoni-
cally increasing matches with increasing boundary frequency; also the per-
centage of sets with one deviation, two deviations, three deviations, and four
deviations.

Condition 0 1 2 3 4 Deviations

Random matches 0.8 21.7 55.0 21.7 0.8

TABLE II. Monotonicity for BICEP. Experiment 1. The table shows the
percentage for which there were no~0! deviations from monotonically in-
creasing matches with increasing boundary frequency; also the percentage
of runs with 1 deviation, two deviations, three deviations, and four devia-
tions. Results are averaged over five listeners, C, J, M, T, and W.

Condition 0 1 2 3 4 Deviations

Zero phase, coherent below 58 32 10 0 0
Zero phase, coherent above 38 28 32 2 0
Pi phase, coherent below 80 18 2 0 0
Pi phase, coherent above 42 46 10 2 0
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2. Pitch shifts

The pitch-matching results of the four stimulus condi-
tions and five listeners are shown in Fig. 2. Every match is
shown, with the five matches of a run connected by a line.
The rising character for the lines shows the tendency for the
matching frequency to increase with the edge frequency as
expected from the monotonicity statistic. There is also a
clear tendency for pitches to be above the edge frequency
when the noise is coherent below the edge~circles!, and for
the pitches to be below the edge frequency when the noise is
coherent above the edge~diamonds!. These results are all in
agreement with the original predictions based on the EC
model.

Although the data as a whole all give clear evidence of
the BICEP and its expected pitch shift, there are individual
differences. Listeners M and W with the most musical train-
ing show the most consistent matches. Listener J with no
musical training is the least consistent. Listeners C and T
made more consistent matches top-phase stimuli than to
0-phase stimuli. A model explanation for this result would be
that listeners C and T are more successful in monitoring the
binaural summation channel, and less successful in taking
binaural differences~see Sec. E below!.

E. Monaural analog

According to the EC model for BICEP, the listener bin-
aurally subtracts or adds the noises in the two ears leading to
a central spectrum with an edge. The monaural analog ex-
periments performed noise subtraction or addition electroni-
cally and sent this noise to both ears diotically. For the pur-
poses of this paper such a diotic noise is called ‘‘monaural’’
because each ear receives adequate information to make a
pitch match. Otherwise, the monaural experiments were
identical to the BICEP experiments above.

1. Noise subtraction experiment

Subtracting the two channels of the 0-phase BICEP
stimulus leads to a monaural noise band with a sharp drop
~measured to be 50 dB in our apparatus!. If the components
are coherent below the edge then the noise power vanishes
below the edge and the monaural noise is high pass. If the
coherent region lies above the edge then the monaural noise
is low pass. Listeners C, J, and W matched the pitches of

these noise bands created by subtraction. The results are
shown by the monotonicity statistic in rows 1 and 2 of Table
III and in Figs. 3~a!, ~b!, ~c!. It is clear that listeners matched
the edge pitches well and that the shifts were similar, in

FIG. 1. Graphic example displaying the monotonicity statistic. The solid
histogram shows average monotonicity statistic~five listeners and four con-
ditions from Table II!. The open histogram shows the expected monotonic-
ity statistic for random pitch matches, Table I.

FIG. 2. Experiment 1 BICEP results. Circles show matching frequencies for
BICEP noise that is coherent below the edge frequency. Diamonds show
matching frequencies for BICEP noise that is coherent above the edge fre-
quency. The diamonds have been slightly shifted to the right for clarity. The
coherent noise components were identical in both ears~0 phase! or inverted
~p phase!. There were five listeners, C, J, M, T, and W.

TABLE III. Monotonicity, for monaural edge pitch. Experiment 1. Monau-
ral noise was made from the difference of the two BICEP channels or the
sum of the two BICEP channels with zero-phase coherence above or below
the edge. Results are averaged over three listeners, C, J, and W.

Condition 0 1 2 3 4 Deviations

Difference, coherent below 77 20 3 0 0
Difference, coherent above 90 10 0 0 0
Sum, coherent below 3 33 47 17 0
Sum, coherent above 10 30 43 17 0

297 297J. Acoust. Soc. Am., Vol. 109, No. 1, January 2001 W. M. Hartmann and C. D. McMillion: Binaural coherence edge pitch



magnitude andsign, to the shifts observed in the BICEP
experiment. This agreement suggests a similarity in mecha-
nism between binaural and monaural experiments.

The monaural analog is conceptually similar to the mon-
aural experiment run by Klein and Hartmann in connection
with the BEP. However, the comparison of pitch shifts with
the BICEP is more impressive than with the BEP. The
BICEP comparison shows the auditory system to be choos-
ing binaural addition or subtraction operations to optimize
the central edge in the BICEP experiment. In contrast, it is
not possible to know what is the optimum operation in the
BEP experiment.

2. Noise addition experiment

Adding the two channels of the 0-phase BICEP stimulus
leads to a monaural noise with an edge that is only 3 dB
high. For the coherent components the amplitudes reinforce
in phase, whereas for the incoherent components only the
powers add. The difference is 3 dB in favor of the coherent
region. Listeners C, J, and W matched the pitches of noises
created by noise addition. The results are shown by the
monotonicity statistic in rows 3 and 4 of Table III and in
Figs. 3~d!, ~e!, ~f!. Comparison with Figs. 3~a!, ~b!, ~c! shows
the advantage of cancellation over reinforcement. In fact,

matches to the monaural added stimulus are clearly less con-
sistent than matches to the BICEP stimulus itself.

3. Implications for models for BICEP

In the context of the EC model, the results of the mon-
aural experiments give every reason to believe that the opti-
mum strategy for a binaural system attempting to fabricate a
pitch is to cancel the coherent components and not to com-
bine them so as to reinforce. That is the unambiguous bin-
aural strategy elicited by the BICEP stimulus. For this reason
it was possible to conclude above that listeners who favor
coherent components inp phase, such as C and T, preferen-
tially monitor a binaural addition channel and not a binaural
subtraction channel.

III. EXPERIMENT 2—FREQUENCY LIMITS

Generally, binaural effects are strongest in the frequency
region around 600 Hz~Licklider et al., 1950!. Binaural ef-
fects become weaker two octaves below this frequency and
especially weaker two octaves above. The experiments of
Sec. II were in the favorable frequency region near 600 Hz.
The purpose of experiment 2 was to explore alternative fre-
quency regions to determine the limits over which the BI-
CEP could be heard and reliably matched.

A. Method

For the low-frequency range, edge frequencies were
100, 200, 300, 400, and 500 Hz. For the high-frequency
range, edge frequencies were 800, 1000, 1200, 1400, and
1600 Hz. Except for the change in range, the experimental
methods were identical to experiment 1. Equal numbers of
runs were done with the coherent region above and below
the edge frequency. Equal numbers of runs were done with
the coherent noise in phase~0! and with phase inverted~p!,
a total of four different edge types. Listener C did ten runs
for each edge type in the high-frequency region and four runs
in the low-frequency region. Listener W did ten runs for each
edge type in both the high-frequency and the low-frequency
regions.

B. Results

The results for high- and low-frequency regions are
shown in Fig. 4. This figure also includes the data from
experiment 1 plotted in the midfrequency region. It is evi-
dent that performance was much less reliable outside the
midfrequency region. Performance appears to be especially
erratic in the high-frequency region, though this is partly the
result of the linear frequency scale. In a log–log plot, not
shown here, the low-and high-frequency regions appear with
similar dispersion.

A second view of the data appears in Fig. 5, which plots
the standard deviation of the matching frequencies as a per-
centage of the edge frequency. Although the standard devia-
tion may be somewhat inflated by octave errors~visible at
100, 200, and 800 Hz in Fig. 4!, it provides further data on
the consistency of the matches.

Figures 4 and 5 show that matches to edges outside the
midfrequency region were not always unreliable. In the low-

FIG. 3. Experiment 1—Monaural analog to the BICEP. Left column~a!, ~b!,
~c!: Pitch matches for thedifferenceof channels. Circles are for noise co-
herent below the edge frequency so that the difference noise is high pass.
Diamonds are for noise that is coherent above the edge frequency so that the
difference noise is low pass. Right column~d!, ~e!, ~f!: Pitch matches for the
sumof channels. Circles are for noise that is coherent below the edge fre-
quency so that the summed noise has a 3-dB low-boost shelf below the edge
frequency. Diamonds are for noise that is coherent above the edge frequency
so that the summed noise has a 3-dB high-boost shelf above the edge fre-
quency.
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frequency region matches by listener W to noise that was
coherentabove the edge were almost as self-consistent as
matches in the midfrequency region. Listener W exhibited
excellent consistency for the 0-phase coherent noise right
down to 100 Hz. For listener C, data in the low-frequency
region showed no clear preference for 0-phase orp-phase
coherence.

Similarly, in the high-frequency region, matches to
p-phase noise that was coherentbelow the edge were con-
sistent at 800 Hz for listener W and for edge frequencies up
to 1200 Hz for listener C. The preference shown by listener
C for p phase in the midfrequency region reappeared in the
high-frequency region.

Because the three different frequency regions of this ex-

periment were done separately, the data in Figs. 4 and 5
exhibit changes at the boundaries between regions that may
be more pronounced than would have occurred had all fre-
quency regions been represented in all runs. This apparent
artifact was, however, not decisive. Consistent matches for
coherence above a 300-Hz edge and for coherence below a
800-Hz edge were seen for both listeners. Evidently the in-
clusion of many difficult matches in a run did not seriously
affect the ability to match at these edge frequencies in the
low- and high-frequency regions. Therefore, it seems fair to
present all the data in the same figures.

There are two conclusions that can be drawn from ex-
periment 2. The first is that the BICEP is considerably more
prominent in the narrow range of frequencies around 600 Hz,

FIG. 4. Experiment 2—BICEP with
extended frequency range. See the
caption for Fig. 2. The data in the mid-
frequency range~five edge frequencies
from 550 through 750 Hz! are from
experiment 1.

FIG. 5. Experiment 2—BICEP with
extended frequency range. The ordi-
nate shows the standard deviation (N
21 weight! of the matching frequen-
cies in Fig. 4. The standard deviation
is given as a percentage of the edge
frequency shown on the abscissa. A
few standard deviations greater than
100 percent are plotted on the top line
with actual values given numerically.
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where synchrony is well represented in the binaural system.
Although there are exceptions, one might generalize from the
data and conclude that the BICEP exists for edge frequencies
in a range from 300 to 1000 Hz. This range is smaller than
the range for the BEP, which can be found as high as 2.5
kHz. In the BEP the noise is coherent on both sides of the
edge.

The second conclusion from experiment 2 is that when
listeners are required to match edge frequencies outside the
midfrequency range then the matches are more successful
when the coherent region stretches into the midfrequency
range, i.e., coherent above the edge for low edge frequencies
and coherent below the edge for high edge frequencies.
Thus, coherence in the region of best binaural synchrony
seems to be important for the BICEP.

IV. EXPERIMENT 3—TIME DELAY

A. BICEP

The binaural system can obtain a central spectrum with
an edge starting with the dichotic stimuli of experiments 1 or
2 by binaurally adding or subtracting the noises to the two
ears. According to the standard EC model, the binaural add-
ing operation is accomplished by a 180-deg phase shift fol-
lowed by a central subtracting process. Thus, there is no
central adding processper se. The necessary phase shift is
normally attributed to an interaural delay line. It is part of the
equalization stage in the EC model.

An alternative version of the EC model~Green, 1966;
Henning, 1973; Bilsen and Goldstein, 1974! includes a cen-
tral adding process. No delay line is required for the addition
operation. Whether the central process is adding, or subtract-
ing, or possibly both, the internal auditory delay line can be
tested by a BICEP stimulus where the noise to one ear is
given an external delay. Experiment 3 introduced such an
external delay.

An external delay line does not change the incoherence/
coherence conditions of the stimulus. For the incoherent re-
gion, adding delay maintains the incoherence. For the coher-
ent region, adding the delay means that the~positive or
negative! peak of the cross-correlation function is shifted
from a lag of zero to a lag equal to the added time delay.
However, the magnitude of the peak is still unity.

Delay was added with a BSS TCS-803 digital delay.
~Actual values of the delay were verified610 ms by a test
that canceled sine tones.! The experiment was otherwise
similar to experiment 1 including coherence both above and
below the edge. However, the initial phase was always set to
zero because it seemed superfluous to introduce a phase shift,
such asp, in addition to the delay.

The results of the experiment for listeners C, M, and W
are given by the monotonicity statistic in Table IV and the
pitch shift plots in Fig. 6. Unlike Figs. 2, 3, and 4 which
show actual matching frequencies, Fig. 6 plots each match in
terms of its percentage deviation from the coherence edge
frequency. Therefore, the 45-deg line in Figs. 2, 3, and 4
corresponds to the horizontal line at zero percent in Fig. 6.

The data indicate that delays as long as 1 ms have little
effect on the matches except for a slight increase in variabil-

ity. A delay of 2 ms sometimes disrupts pitch matching but
usually does not. A delay of 3 ms produces a more dramatic
increase in variability, and a delay of 4 ms increases the
trends seen at 3 ms. Delays of 3- and 4 ms lead to a consid-
erable pitch shift, in the direction of lower pitch, for listeners
C and W, but not for listener M.

The heavy solid lines in the top panels of Fig. 6 form a

TABLE IV. Monotonicity for BICEP, delay in one channel. Experiment 3.
Results are averaged over three listeners, C, M, and W.

Delay
~ms! 0 1 2 3 4 Deviations

Coherent below
0.0 92 8 0 0 0
0.5 75 17 8 0 0
1.0 50 50 0 0 0
2.0 33 50 17 0 0
3.0 17 25 33 25 0
4.0 0 25 58 17 0

Coherent above
0.0 58 17 17 8 0
0.5 50 50 0 0 0
1.0 50 25 25 0 0
2.0 8 33 59 0 0
3.0 0 33 50 17 0
4.0 0 16 42 42 0

FIG. 6. Experiment 3—BICEP with one channel delayed as shown on the
horizontal axis. All matches are shown. There are six blocks of data, corre-
sponding to the six delays shown on thex axis. Within each block, columns,
from left to right, indicate edge frequencies of 550, 600, 650, 700, and 750
Hz, the central range. Separate plots show data for stimuli that are coherent
below and coherent above the edge. There were three listeners C, M, and W.
The heavy lines in the top panels show the average shifts that would occur
for random matches with a mean matching frequency of 650 Hz. See the
text.
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reference showing the result expected for random matching
with a mean matching frequency of 650 Hz, the center of the
stimulus edge-frequency range. The vertical extent of the
heavy line, caused by the increasing edge frequency from left
to right, is less than the extent seen experimentally for long
decays. The slopes of the heavy lines are similar to the slopes
of the data for long delays, indicating weak correlation be-
tween matching frequency and edge frequency.

What seems most significant about this experiment is
that it shows the internal delay line of the binaural system at
work. The external delay can be compensated by the internal
delay line so that the central spectrum has an edge, leading to
a pitch, unchanged from the experiment with no external
delay. This demonstration is independent of assumptions
about the rule for combination, central addition, or central
subtraction. The delay line begins to fail to operate in the
expected way somewhere between 2 and 4 ms. This result
agrees with the length of the delay line determined by bin-
aural masking experiments~e.g., van der Heijden and Trahi-
otis, 1999!.

B. Monaural analog

A monaural analog to the BICEP stimulus with delay
adds the signals for the left and right ears. This leads to a flat
noise spectrum in the incoherent region and rippled noise in
the coherent region. It can be expected that listeners would
have great difficulty in matching the pitch of such a noise.
Unlike the binaural case, there is no way to use an internal
delay line to compensate for the effects of the external delay.
Particularly disruptive is a delay equal to one quarter of the
reciprocal of the edge frequency.5 For example, for an edge
frequency of 650 Hz the reciprocal is 1538ms, and the most
disruptive delay is 385ms.

1. Experiment and results

Listeners C, M, and W did three runs for the sum and
three runs for the difference of the monaural delayed task
with a delay of 385ms. This delay is expected to be maxi-
mally disruptive because one quarter of its inverse is in the
center of our range of edge frequencies. As always, listeners
were required to make a match whether or not they could
hear a clear pitch. The experiment found that sum and dif-
ference stimuli led to indistinguishable results, and both were
random. The monotonicity statistic in Table V and pitch-
matching plots~not shown! for sum or difference are consis-
tent with random matches. By contrast, Table V and pitch-
matching plots show monotonic or nearly monotonic
matches for the BICEP with a delay of 385ms, not different
from the results with zero delay. The comparison between
binaural and monaural experiments gave clear evidence for
the operation of the internal delay line.

V. EXPERIMENT 4—RANDOM AMPLITUDES

Experiments 1, 2, and 3 used special noise in which
every component had the same amplitude, i.e., equal-
amplitude random-phase noise. However, for thermal noise
the amplitudes are distributed according to a Rayleigh distri-
bution. Experiment 4 replaced the equal-amplitude noise
with such a random-amplitude noise. The conditions were
otherwise the same as for experiment 1. In particular, the
amplitudes of each component were the same in left and
right ears. Therefore, in the phase-coherent region a subtrac-
tion operation would lead to perfect cancellation as in experi-
ment 1. Because the spectrum is so dense, with many com-
ponents in any auditory band, one expects that the change
from equal amplitudes to random amplitudes should have no
effect ~Hartmann, 1997, p. 526!. Experiment 4 was a brief
test to show that this is so.

A. Results

Listeners C, M, and W each did six runs with the BICEP
stimulus made with random amplitudes, both coherent below
the edge and coherent above. Only the 0-phase condition was
tested. The results, shown in Fig. 7, were indistinguishable
from the results of experiment 1 with equal amplitudes. The
monotonicity statistic in Table VI shows no degradation
compared to Table II for equal amplitudes. Both tables show
somewhat greater monotonicity for the ‘‘coherent below’’
condition. Although the listener populations were somewhat
different, the comparison between experiments 1 and 4 gives
no reason to suspect that the special choice of equal-

TABLE V. Monotonicity for the disruptive delay. Experiment 3. Results are
averaged over three listeners, C, M, and W.

Condition 0 1 2 3 4 Deviations

Sum 0 22 66 12 0
Difference 0 22 44 34 0
BICEP 44 44 12 0 0

FIG. 7. Experiment 4—Matches for BICEP with random amplitudes—
identical in both ears. See Fig. 2.
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amplitude noise, as used in experiment 1 and in other experi-
ments, had an important effect on the BICEP.

VI. EXPERIMENT 5—INTERAURALLY DIFFERENT
AMPLITUDES

Experiment 4 used Rayleigh amplitudes that were ran-
dom but were the same in left and right ears. Experiment 5
also chose amplitudes from a Rayleigh distribution, but the
choices for left and right ears were made independently.
Therefore, in the coherent region, only the phases of compo-
nents in the left and right ears were identical. In the incoher-
ent region both amplitudes and phases were independent
across the ears. The reason for expecting that a BICEP would
survive this amplitude randomization can be found in the
monaural analog.

A. Monaural analog

Thermal noise is made by adding sine and cosine com-
ponents with coefficients drawn from a normal distribution.
If the normal distribution has variances2 the amplitudes of
the spectral components are Rayleigh distributed, and the
noise power is half the average value of the squared ampli-
tude ors2. Adding or subtracting two statistically identical
but incoherent noises leads to twice the power or 2s2. In a
coherent region, where the noise phases in the two channels
are the same, adding~or subtracting! the channels leads to a
power given by the summed incoherent power plus~or mi-
nus! the square of the average amplitude. For a Rayleigh
distribution, this is 2s26(p/2)s2 ~Hartmann, 1997, Appen-
dix I!. For the plus sign, the noise is 2.5 dB greater than the
sum or difference of incoherent noise channels. For the mi-
nus sign, the noise is 6.7 dB less than the sum or difference
of incoherent noise channels. Therefore, adding or subtract-
ing channels leads to a spectral edge of 2.5 or 6.7 dB, re-
spectively. It seems possible that a reliable pitch might be
generated by spectral edges of this kind, especially the
6.7-dB edge created by the difference.

Listeners C, M, and W did four runs of the monaural
experiment. The results are given by the monotonicity statis-
tic in the first four lines of Table VII and by the matching
graphs in Figs. 8~a!–~f!. As expected, the most consistent
matching occurred for the edge created by the difference, but
the edge created by the sum also led to matches much better
than chance.

B. Binaural experiment

Based on the good results for the difference spectrum in
the monaural analog, one would expect that listeners could
hear a BICEP for left and right channels made from indepen-
dent noise amplitudes.

Listeners C, M, and W did four runs of this binaural
experiment. The results are shown in the monotonicity table,
Table VII—last two lines—and by Figs. 8~g!–~i!. Evidently
the matching performance did not rise to the level expected
from the results of the monaural analog. Only listener M
approached the consistency achieved with identical ampli-
tudes in the two ears.

The poor performance with interaurally independent am-
plitudes is somewhat surprising. Because amplitudes are
strictly positive numbers, randomizing them does not have
the same effect as randomizing phases. With an identical
phase spectrum in the two ears, considerable coherence re-
mains even when the amplitudes are randomized. Therefore,
good performance was expected, not poor performance. The
stimulus for this experiment can be thought of as an
identical-amplitude stimulus~as in experiment 4! plus added
incoherent noise, albeit a rather special noise. The poor per-
formance suggests that the BICEP is quite vulnerable to
added binaurally incoherent noise.

TABLE VI. Monotonicity for BICEP, random amplitudes. Experiment 4.
Results are averaged over three listeners, C, M, and W.

Condition 0 1 2 3 4 Deviations

Zero phase, coherent below 100 0 0 0 0
Zero phase, coherent above 50 33 17 0 0

TABLE VII. Monotonicity for independent amplitudes. Experiment 5.~1!
Monaural noise was made from the difference of the two zero-phase BICEP
channels.~2! Monaural noise was made from the sum of the two zero-phase
BICEP channels.~3! The BICEP dichotic stimulus. All were coherent below
the edge or coherent above. Results are averaged over three listeners, C, M,
and W.

Condition 0 1 2 3 4 Deviations

1 difference, coherent below 75 25 0 0 0
1 difference, coherent above 75 25 0 0 0
2 sum, coherent below 33 42 25 0 0
2 sum, coherent above 8 75 8 0 8
3 BICEP, coherent below 25 25 50 0 0
3 BICEP, coherent above 9 58 33 0 0

FIG. 8. Experiment 5—Pitch matches for noise with random amplitudes—
independentin both ears. Circles are for noise coherent below the edge;
diamonds are for noise coherent above the edge. Separate columns show the
results for~1! Monaural experiment—difference of channels;~2! Monaural
experiment—sum of channels;~3! BICEP experiment with coherent compo-
nents having identical phases.
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VII. SUMMARY AND COMPARISON

The most significant results of this work can be summa-
rized in a few sentences:~1! The BICEP exists.~2! Matches
to the BICEP show pitch shifts as expected based on BEP
experiments and based on the model of central lateral inhi-
bition advanced to explain the BEP~Klein and Hartmann,
1980!. Therefore, BICEP and BEP are similar, but BICEP
has the great advantage that the pitch shifts can be predicted
unambiguously, whereas the pitch shifts for the BEP depend
on a choice made by the listener’s binaural system.~3! BI-
CEP shifts agree qualitatively with the pitch shifts seen in
analogous monaural experiments, concocted to simulate the
imagined operation of a hypothetical EC process. Quantita-
tively the BICEP shifts are somewhat larger and show larger
variance.~4! The BICEP continues to exist if the noise to
one of the ears is externally delayed, but it becomes unreli-
able if the delay exceeds 2 or 3 ms.~5! The comparison of
p-phase coherence and 0-phase coherence reveals a curious
individual difference. Of four listeners who made very reli-
able matches top-phase BICEP, only two of them retained
that reliability for 0-phase BICEP.

It is natural to compare the BICEP with the BEP. The
monaural analogs are essentially identical for both. However,
the BEP is coherent on both sides of the edge, whereas
BICEP is coherent on only one side. Therefore, the bound-
aries on a binaural delay-place~ITD-frequency! plot are
sharper for the BEP, and,a priori, one might expect the
BICEP to be weaker than the BEP. Listeners made informal
comparisons between the BEP and BICEP in the middle
range of edge frequencies, 550–750 Hz. Some of them found
the BEP to be stronger and some of them did not. None of
them found the difference to be striking. Apparently, what is
important is the ability to cancel a coherent spectral region.
The spectral region that is not canceled~coherent for BEP
and incoherent for BICEP! is apparently less important, at
least for favorable values of the edge frequency. It may be-
come more important for edge frequencies that are higher
than optimum. Our best evidence is that the BICEP exists
over a smaller range of edge frequencies~300 to 1000 Hz!
than the BEP, which persists for edges an octave higher.
However, a careful head-to-head comparison between BEP
and BICEP has not been done.

VIII. DISCUSSION AND CONCLUSION

Besides the EC model, there are other models that at-
tempt to account for dichotic pitch effects like the Huggins
pitch, the BEP, and the BICEP. The central activity pattern
~CAP! model by Raatgever and Bilsen~1977, 1986!, based
on the central spectrum model~Bilsen, 1977!, is a delay-
place plane model for both the pitch sensation and the later-
alization of the pitch. The CAP model predicts that dichotic
pitches occur at the frequencies of spectral peaks prominent
in the central spectrum obtained with advantageous interau-
ral time delays. Recently Cullinget al. ~1998a, b! have de-
veloped a modified equalization-cancellation model~mEC!
wherein the EC process takes place in frequency bands. The
mEC model predicts binaural pitches at frequencies where
the interaural phase changes so abruptly with frequency that

there is a residual excitation in a filter channel following the
cancellation process. These models can be compared with
what we have learned about the BICEP.

On the existence of the BICEP: All three models, EC,
CAP, and mEC, as they are applied to binaural pitch effects,
predict that a binaural pitch occurs at a place corresponding
to a peak in a central representation resembling a central
spectrum. However, none of the models actually predicts a
peak for the BICEP stimulus, and the most literal interpreta-
tion of the situation is that none of the models predicts the
existence of the BICEP.

The mEC model has the virtue that itdoespredict a peak
for the BEP stimulus. The peak occurs because auditory fil-
ters tuned to the edge frequency, where the phase changes
rapidly, are the only filters in which good cancellation does
not occur. Hence, a peak appears as function of place. By
comparison, the original EC model predicts only an edge in
the central spectrum. On the other hand, as noted by Culling
et al., the mEC model does not obtain a peak for the BICEP
stimulus. It predicts only a broadened edge in the residual
activation pattern, equivalent to the central spectrum. It was
actually this situation that prompted us to resume BICEP
experiments after a hiatus of 15 years.

But, although none of the models in their present form
predicts a peak in the central spectrum, all of them can pre-
dict an edge. It may be reasonably argued that the remaining
question is why an edge, either monaural or central, leads to
a sense of pitch. Incorporating a central differentiation pro-
cess with respect to place could account for both monaural
and central pitches and would allow any of the binaural mod-
els to predict the existence of the BICEP. Differentiation
with respect to place is here equivalent to lateral inhibition,
enhancing contrast at an edge. The details of how central
lateral inhibition could be incorporated into each of the mod-
els of dichotic pitch is beyond the scope of this article.

On the pitch shift of the BICEP: The experiments of this
article have shown that the BICEP is shifted away from the
edge frequency. The results are unequivocal on that matter.
We suspect that the BEP is similarly shifted, but it is harder
to prove that. Experiments on BEP made with analog stimuli
by Frijnset al. ~1986! did not find pitch shifts, but continued
BEP experiments with digital stimuli in our lab continued to
find shifts. The unambiguous shifts observed with the BICEP
make the otherwise controversial BEP shifts more plausible.

None of the models of dichotic pitch predict the shift of
the BEP. However, incorporating central lateral inhibition
would predict a shift for both the BEP and the BICEP. Thus,
central lateral inhibition not only allows the binaural models
to predict the existence of the BEP and BICEP but it also
predicts the observed shift. The EC model and the mEC
model together with central lateral inhibition predict that the
BICEP should be shifted into the incoherent region, in agree-
ment with experiment. Against the hypothesized central lat-
eral inhibition hypothesis are the results of pulsation thresh-
old experiments~Hartmann, 1984b! which were designed to
look for the effect but failed to find it. Possibly central lateral
inhibition exists but has temporal properties that prevent a
pulsation threshold experiment from revealing it. Possibly
central lateral inhibition exists but it is such a weak effect
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that it can be seen only in a pitch experiment and not in a
masking~pulsation threshold! experiment.

On the advantage ofp-phase coherence over 0-phase
coherence: Figure 2 shows that four listeners made consis-
tent matches to thep-phase condition but only two of them
made comparably consistent matches to the 0-phase condi-
tion. The EC model and mEC model involve cancellation by
central subtraction of left- and right-ear noises following an
equalizing delay. As such, they should predict better perfor-
mance when the coherent region has 0 phase rather thanp
phase because no internal delay can perfectly cancel all
p-phase components within one auditory channel. The fact
that two listeners performed better in experiment 1 when the
coherent region was inp phase runs counter to the predic-
tions of the EC and mEC models.

By contrast, the CAP model employs a central addition
process~rather than subtraction!. The apparent advantage of
p-phase coherence seen experimentally would be consistent
with addition as the fundamental operation because a central
addition process can cancel thep-phase noise without the aid
of a delay line. This result argues in favor of the CAP model.
However, this argument is not consistent with the low-
frequency data obtained in experiment 2. If it is really true
that the p-phase advantage is caused by the delay line
needed for 0-phase coherence then this advantage ought to
grow as the edge frequency decreases. The lower the edge
frequency the longer the required delay. Experiment 2 in-
cludes only two listeners, but both of them produce more
consistent matches for 0 phase than forp phase. One of these
two listeners is C, who shows an advantage forp phase at
higher frequencies.

An additional clue appears in the form of the BICEP
data in Fig. 2. For listeners M and W, the good performance
seen with 0-phase coherence is not distinguishable from the
good performance withp phase. For listeners C and T, per-
formance is considerably worse with 0 phase. This form of
the data does not suggest a central addition process that is
made noisy by a delay line when the system is required to
subtract. Instead, the form of the data suggests a model with
two channels, one for central addition and one for central
subtraction as in the version of the EC model adopted by
Green~1966! and Henning~1973!. Listeners may be more
successful at monitoring one of these channels. Alterna-
tively, the two channels might correspond to different paths
through the delay-place plane as suggested in the CAP
model. In the end, the BICEP experiments presented in this
article have not enabled us to choose among competing mod-
els of dichotic pitch; the results have indicated that all the
models require extension, if only to deal with the pitch shifts.
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1In this article, the term ‘‘addition’’ is used in several ways. ‘‘Binaural
addition’’ means that the auditory system as a whole operates in a way that
adds the signals at the two ears. Binaural addition might possibly employ a
binaural delay line to shift the phase. ‘‘Central addition’’ means that el-
emental rule of binaural combination is addition. By this definition the
combination takes place at a stage that follows all interaural delays. ‘‘Noise
addition’’ means that the experimenters have added the left and right chan-
nels to make a monaural stimulus, intended as a monaural analog to the
binaural processes under study. In this article, the term ‘‘subtraction’’ is
qualified in the same way as addition.

2The correspondence between dichotic pitch and the monaural analogy ob-
tained by electronically simulating the operation of the binaural system
does not hold perfectly for the BEP. Unpublished experiments show that
when the phase transition region is broadened, the BEP survives better than
the monaural analog. Although the monaural analog leads to a stronger
pitch sensation than the BEP for a narrow transition region, the BEP can
become stronger for wider regions~Hartmann, 1984c!.

3Early experiments used gap intervals consisting of diotic noise. This pro-
cedure was based on the assumption that it would be easier to hear the
dichotic pitch if the dichotic stimulus entered as an abrupt change in the
noise as the stimulus sequence cycled. A similar temporal effect was found
by Kubovy ~1981! for line spectra. Experiments with a silent gap were
introduced to prove that the BICEP wasnot really caused by Kubovy’s
effect. At that point listeners discovered that silent gaps made the BICEP
easier to hear and that noise in the gaps just made the task harder. Because
noise in the gaps leads to a potential Kubovy artifact, no further experi-
ments were done with noise in the gaps, and all data reported in this article
were collected with silent gaps.

4Expanded tables with the data from individual listeners are available from
the first author. Please request Report 110SUP.

5If the power spectrum of the sum~or difference! of two channels is said to
be 1 for the incoherent region, then in the coherent region the power spec-
trum of the sum of undelayed channels is 2~because of amplitude addition!,
and the power spectrum of the difference is 0~because of perfect cancel-
lation!. Delaying one of the channels byTD before combination produces a
power spectrum in the coherent region given by 2 cos2(pfTD) for the sum
and given by 2 sin2(pfTD) for the difference~Hartmann, 1997, Chap. 15!.
When f TD equals 1/4, these functions are both equal to 1. Therefore, ifTD

is chosen according to the edge frequency,f E , such thatf ETD51/4 then
the delay is maximally disruptive because at the edge, the power spectrum
in the coherent region is exactly equal to the value of the power spectrum
in the incoherent region. The spectrum in the coherent region now fits
smoothly onto the spectrum for the incoherent region and there is no dis-
continuity, no spectral edge at all.
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A masking level difference due to harmonicity
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The role of harmonicity in masking was studied by comparing the effect of harmonic and
inharmonic maskers on the masked thresholds of noise probes using a three-alternative,
forced-choice method. Harmonic maskers were created by selecting sets of partials from a harmonic
series with an 88-Hz fundamental and 45 consecutive partials. Inharmonic maskers differed in that
the partial frequencies were perturbed to nearby values that were not integer multiples of the
fundamental frequency. Average simultaneous-masked thresholds were as much as 10 dB lower
with the harmonic masker than with the inharmonic masker, and this difference was unaffected by
masker level. It was reduced or eliminated when the harmonic partials were separated by more than
176 Hz, suggesting that the effect is related to the extent to which the harmonics are resolved by
auditory filters. The threshold difference was not observed in a forward-masking experiment.
Finally, an across-channel mechanism was implicated when the threshold difference was found
between a harmonic masker flanked by harmonic bands and a harmonic masker flanked by
inharmonic bands. A model developed to explain the observed difference recognizes that an
auditory filter output envelope is modulated when the filter passes two or more sinusoids, and that
the modulation rate depends on the differences among the input frequencies. For a harmonic masker,
the frequency differences of adjacent partials are identical, and all auditory filters have the same
dominant modulation rate. For an inharmonic masker, however, the frequency differences are not
constant and the envelope modulation rate varies across filters. The model proposes that a lower
variability facilitates detection of a probe-induced change in the variability, thus accounting for the
masked threshold difference. The model was supported by significantly improved predictions of
observed thresholds when the predictor variables included envelope modulation rate variance
measured using simulated auditory filters. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1328791#

PACS numbers: 43.66.Dc, 43.66.Ba@SPB#

I. INTRODUCTION

A harmonic sound generated by melodic musical instru-
ments such as the clarinet and harpsichord consists of par-
tials that are integer multiples of a fundamental frequency.
The sound is perceived to be quite distinct from an inhar-
monic sound, and may differ significantly in the structure of
both the envelope and the spectrum. Since envelope structure
alone is known to have an effect on masking~e.g., van der
Heijden and Kohlrausch, 1995!, a harmonic sound may dif-
fer from an inharmonic sound in its ability to mask a noise
probe. The existence of such an effect on masking would be
of theoretical importance since the underlying mechanism
would not be immediately obvious. It would also be of prac-
tical importance for the design of psychoacoustic models
employed in audio devices. For example, digital audio com-
pression algorithms use such models to decide on a bit allo-
cation strategy that minimizes the total number of bits while
still ensuring that the generated quantization noise is masked
by the audio signal. If the model does not take into account
the harmonicity of the signal, the resulting coding noise may
be more perceptible at times than expected. Since the role of
harmonicity in masking is not well understood, this paper
examines the relative effectiveness of harmonic maskers
compared to inharmonic maskers, and describes a decision
model that accounts for the observed effects.

It is generally accepted that the auditory system trans-

forms an audio signal to a time–place representation. That is,
the energy of the basilar-membrane vibration pattern at a
particular location depends on the short-time spectral energy
of the corresponding frequency in the input signal~Plomp,
1967!. This frequency-to-place transformation is typically
modeled by a tonotopically distributed bank of filters~e.g.,
Moore, 1997!. When the signal is a complex masker com-
posed of a number of partials, interaction of neighboring
partials results in local variations of the basilar-membrane
vibration pattern. The output of an auditory filter centered at
the corresponding frequency would have an amplitude
modulation corresponding to the vibration pattern at that lo-
cation. To a first approximation, the modulation rate for a
given filter is the difference between the adjacent frequencies
processed by that filter. Since this frequency difference is
constant for a harmonic masker, the dominant output modu-
lation rate is also constant over all filters. For an inharmonic
masker, however, the frequency difference between adjacent
partials is not constant, so the modulation rates are expected
to differ across filters.

The perceived effect of amplitude modulation is often
studied by multiplying a carrier signal with a simple signal
such as a sinusoid in order to produce amplitude fluctuations
~e.g., Terhardt, 1974!. A fluttering sensation perceived at low
modulation rates changes to one of roughness as the modu-
lation rate rises, and the perceived roughness increases to a
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maximum around a modulation rate of 70 Hz~Zwicker and
Fastl, 1999!. The roughness declines with further increases
in the modulation rate. Zwicker and Fastl~1999, p. 262!
present a model of roughness that depends on the perceived
rate of change in the sound. Terhardt~1974! showed that
similar perceptual effects result from summation of two si-
nusoids with similar frequencies. Further, the roughness sen-
sation arising from such modulations is not affected by
sound-pressure level.

Thus, the output of a single auditory filter, which pro-
cesses at least two adjacent partials of a complex signal, is
associated with a roughness sensation. Although the re-
sponse of an individual filter to a harmonic or an inharmonic
masker may have similar roughness, the roughness distribu-
tion across filters can be quite different. An auditory filter
may pass several partials that have effective amplitudes de-
pending on their relative distances from the filter center fre-
quency. The output modulation is dominated by the differ-
ence between adjacent partials, since these have the largest
relative amplitudes. For a harmonic masker, therefore, the
dominant modulation rate for each filter output is the funda-
mental frequency, and the variability in perceived roughness
across auditory filters is negligible. On the other hand, when
inharmonicity is introduced by perturbing the frequencies of
the partials, the dominant modulation rate varies across fil-
ters. This variability is not negligible and it increases with
increasing inharmonicity.

In general, the internal representation of a complex
masker may be characterized by the variance of the modula-
tion rates measured across a number of filters. A change in
the variance should be more easily detected when the initial
variance is negligible than when it is larger. As the level of a
noise probe approaches the detection threshold from below,
small random changes would be introduced in the relatively
fixed modulation rates of the filter outputs. For a harmonic
masker associated with low variability in modulation rates, a
noise probe’s detection threshold should be lower than for an
inharmonic masker, which induces a larger variability.

An alternative cue for detecting a noise probe embedded
in a complex masker could be the difference in modulation
depth between a masker band and a comodulated flanking
band, which has been proposed to account for the phenom-
enon of comodulation masking release~CMR!. In CMR, the
effectiveness of a masker is reduced by comodulated energy
in a frequency band flanking the masker~e.g., Hall et al.,
1984; Hall, 1986; Hall and Grose, 1988; Grose and Hall,
1989!. The reduction in masked threshold is thought to occur
either because of a difference in across-frequency modula-
tion depth due to the presence of the probe, or because the
comodulated frequency bands provide cues to the occurrence
of dips in the waveform envelope where the signal-to-noise
ratio is highest~Hall, 1987!. When a wide-bandwidth masker
is harmonic and the probe has a narrower bandwidth, the
masker region coincident with the probe would be comodu-
lated with the rest of the masker if the filter output modula-
tions were all in phase across filters. Note that the modula-
tions are in phase only when all the harmonic partials are in
phase. Such a condition might allow CMR to occur due to
the presence of one of the above cues.

Ma and O’Shaughnessy~1994! found that the masked
threshold of noise probes was influenced by the fundamental
frequency of a harmonic masker. The threshold for narrow-
bandwidth noise probes masked by wide-bandwidth har-
monic maskers was a function of both the center frequency
of the probe and the fundamental frequency of the masker.
At lower frequencies, thresholds were reduced when the fil-
ter bandwidths were smaller than the fundamental frequency,
so the limiting factor seemed to be the spectral resolution of
the system. At higher frequencies, thresholds were reduced
when the filter bandwidths were several times wider than the
fundamental frequency. This allowed several partials to be
passed by a filter, so the limiting factor seemed to be the
temporal resolution available for processing the modulated
waveform. However, the effects of frequency and temporal
resolution should not be specific to harmonic maskers. The
same effects should also occur with inharmonic maskers cre-
ated by perturbing the frequencies of the partials in the har-
monic complexes.

The experiments reported by Ma and O’Shaughnessy
~1994! did not compare the effect of a harmonic masker to
that of an inharmonic masker having roughly the same spec-
tral energy distribution. Since a harmonic complex is char-
acterized by particular relationships among sharp peaks in
the spectrum, an appropriate baseline condition for measur-
ing the effect of harmonicity would be a masker having a
similar distribution of energy across the auditory filters, but
with small perturbations in the relationships among the spec-
tral peaks.

The following experiments were designed to study the
relative effects of harmonic and inharmonic maskers on the
masked threshold of noise probes, and to evaluate the viabil-
ity of the envelope modulation rate variability hypothesis for
predicting any observed differences. The first experiment
found that a harmonic masker yielded a lower masked
threshold than an inharmonic masker. Experiment 2 exam-
ined whether a ‘‘listening in the dips’’ strategy could account
for the effect by taking advantage of differences in envelope
modulation depth. The remaining experiments tested various
predictions based on the modulation rate variability hypoth-
esis. Experiment 3 studied the size of the effect as a function
of frequency range. Experiment 4 investigated whether the
effect persisted with forward masking. Experiment 5 mea-
sured the effect of varying partial separation, experiment 6
measured the sensitivity of the effect to the degree of mis-
tuning of the harmonic partials, and experiment 7 tested for
the presence of across-channel influences. Finally, a model is
proposed that accounts for the observed masker harmonicity
effect.

II. GENERAL METHOD

The maskers employed were based on either all or a
subset of the partials of a relatively broadband harmonic
masker, created by summing harmonically related sine
waves. The fundamental frequency was 88 Hz, and a total of
45 equally spaced partials spanned the range from 88 to 3960
Hz. All partials had the same magnitude, and the starting
phases were randomly selected. A second, inharmonic
masker was constructed as a comparison condition. The 45
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partials were similar to those in the harmonic masker, but the
frequencies were perturbed by a small amount. In experi-
ments 1 to 5, the new frequencies were nearby prime num-
bers, thus ensuring that the separation between partials was
never the same. The frequencies and phases of the harmonic
and inharmonic masker partials are listed in Table I. In ex-
periments 6 and 7, the perturbations were randomly chosen
from a rectangular distribution having a specified maximum
value. Both procedures resulted in a distribution of frequen-
cies similar to that of the harmonic masker. A third masker
used in some experiments consisted of Gaussian noise hav-
ing the same bandwidth as the harmonic and inharmonic
maskers. The probe signal to be detected was an indepen-
dently generated, narrow band of Gaussian noise, or was
created by summing a number of equal-amplitude sinusoids
having random frequency and phase sampled from a uniform

distribution. In experiment 7, the probe was randomly se-
lected from a longer sequence of noise, while in all the other
experiments, the noise probe was frozen.

The effect of harmonicity was measured by comparing
the masked threshold with the harmonic masker to that ob-
tained with the inharmonic masker. The inharmonic masker
was very similar to the harmonic masker with regard to the
number of partials and their frequencies. However, the wave-
form envelopes of the two maskers were different. The har-
monic masker envelope was modulated at the fundamental
frequency, while the modulation of the inharmonic masker
envelope was not periodic. In other respects, the maskers
were qualitatively similar due to the random starting phases
of the partials. Therefore, differences in masking properties
might be due either to differences in envelope periodicity or
the small differences in the frequencies of the partials.

A. Apparatus

Audio was generated with 16-bit linear resolution at a
sampling rate of 44.1 kHz, and was presented via a Digital
Audio Labs CardD digital sound card and an external Spec-
tral Synthesis model 2218 D/A converter. The signal from
the D/A converter was fed to Stax SRM-1 headphones lo-
cated in an audiometric chamber. All sounds were presented
diotically. A listener interacted with a computer screen
through a window in the chamber using a mouse control.
Software to control the experiment was developed in-house.

B. Experimental procedure

An adaptive three-alternative forced-choice psycho-
physical procedure was used to measure the masked thresh-
olds. On a given trial, the masker was presented three times.
One of the presentations was chosen randomly as a target
interval, and the probe was added to the masker during this
interval. The three audio intervals were presented sequen-
tially in synchrony with a visual cue on the computer screen.
The listener’s task was to indicate which was the target in-
terval by selecting a corresponding button on the screen with
the mouse. The level of the probe was raised by a fixed
amount if the response was incorrect, and it was lowered by
the same amount if the response was correct on the current
trial as well as on the two preceding trials. Each session
consisted of a total of 12 reversals in direction. The change
in signal level was 4 dB before the first two reversals and 1
dB subsequently. The measured threshold level was the
mean of the levels at each of the last ten reversals. In theory,
this procedure converges to the signal level on the psycho-
metric function where 79.4 percent of signals are detected
~Levitt, 1971!.

Unless indicated otherwise, the masker and probe sig-
nals were each 400 ms in duration, including 25-ms raised-
cosine onset and offset ramps, and were presented simulta-
neously. The interpresentation interval within the set of three
presentations was 200 ms, and the time between successive
sets was 1500 ms unless the listener failed to respond within
that time. When the response was delayed, the next iteration
began immediately after the response was given. The initial
level of the probe was at least 5 dB higher than the overall
level of the masker.

TABLE I. Harmonic and inharmonic masker specifications.

Partial #
Harmonic
frequency

Inharmonic
frequency Phase~deg!

1 88 89 123
2 176 181 342
3 264 263 181
4 352 337 318
5 440 433 2
6 528 503 70
7 616 607 154
8 704 719 149
9 792 769 249

10 880 863 286
11 968 977 87
12 1056 1069 160
13 1144 1123 94
14 1232 1213 308
15 1320 1327 164
16 1408 1399 155
17 1496 1483 323
18 1584 1567 253
19 1672 1657 7
20 1760 1777 110
21 1848 1831 351
22 1936 1913 66
23 2024 2017 355
24 2112 2087 210
25 2200 2221 143
26 2288 2297 277
27 2376 2383 310
28 2464 2477 175
29 2552 2539 287
30 2640 2657 37
31 2728 2707 213
32 2816 2791 23
33 2904 2887 314
34 2992 2969 45
35 3080 3061 287
36 3168 3191 229
37 3256 3271 223
38 3344 3323 165
39 3432 3457 84
40 3520 2533 188
41 3608 3593 282
42 3696 3677 77
43 3784 3769 14
44 3872 3853 164
45 3960 3967 102
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Thirteen listeners participated in some or all of the ex-
periments. All listeners were males between the ages of 20
and 55 with no history of hearing disorders. Conditions were
presented in consecutive blocks of trials in order to minimize
the effect of stimulus uncertainty, and the order of conditions
was randomized for each listener. For each condition, each
listener’s final threshold was the average of three threshold
determinations.

III. EXPERIMENTS

A. Experiment 1: Masker level

The effect of masker harmonicity on detectability of a
noise probe was evaluated by comparing the masked thresh-
olds obtained with the harmonic and inharmonic maskers
described above. The additional effect of the frequency spac-
ing between the masker partials was also measured by com-
paring the masked thresholds obtained with the inharmonic
masker and the equivalent bandwidth Gaussian noise
masker. An 800-Hz bandwidth noise probe was presented
centered at 700, 1800, or 2900 Hz. If the effect of masker
harmonicity is mediated by the same mechanism as the sen-
sation of roughness, it should not be significantly affected by
sound-pressure level~Terhardt, 1974!. Maskers were pre-
sented at overall levels of 40, 55, and 70 dB to test this
prediction. Three listeners participated in the experiment.

1. Results and discussion

The trends in the data were consistent across listeners,
so only average thresholds are presented. Figure 1 shows the
average masked thresholds for the harmonic, inharmonic,
and noise maskers for the three presentation levels. There
was a trend for the masked threshold to increase with higher
probe frequencies. Note that, at each presentation level, the
masked thresholds for the noise masker were highest, fol-
lowed by the inharmonic masker and the harmonic masker.
This was the case for the individual listeners as well as the
averages shown in the figure.

A repeated-measures analysis of variance found all three
factors of masker level, masker type, and probe frequency to
be highly significant @F(2,4)51579.62, p,0.0001,
F(2,4)5536.24,p,0.0001, andF(2,4)534.88, p,0.003,
respectively#. Multiple comparisons of means with the
Scheffétest showed that the average masked thresholds for
the three masker types differed significantly from each other.
Further, the average masked threshold for the lowest fre-
quency probe was significantly lower than that for the two
higher frequencies, while the latter did not differ. The three-
way interaction also reached significance@F(8,16)52.715,
p,0.05#, indicating that the effect of masker type on masked
threshold differed as a function of level and probe frequency.
However, as suggested by the trends in Fig. 1, this interac-
tion arose from the slightly different effects of level and
probe frequency with the noise masker compared to the other
two maskers. When the noise masker type was omitted from
the analysis, the interaction was not significant@F(4,8)
51.527, p.0.05].

Figure 2 shows the masked threshold difference between
the inharmonic and harmonic maskers as a function of
masker level and probe center frequency. Although the figure

suggests that these variables may have small effects on the
masked threshold difference, the analysis showed that they
are not significant in this experiment.

2. Conclusion

The thresholds with the harmonic masker were signifi-
cantly lower than the thresholds with the inharmonic masker,

FIG. 1. Masked thresholds with harmonic, inharmonic, and noise maskers.
Maskers were presented at overall levels of 40, 55, and 70 dB SPL. All
thresholds are the averages of determinations obtained from the same three
observers. The vertical bars indicate plus and minus one standard deviation
of the threshold estimates.

FIG. 2. Differences in masked threshold between inharmonic and harmonic
maskers as a function of probe frequency with masker level as the param-
eter. Differences were obtained from the data shown in Fig. 1. The vertical
bars indicate plus and minus one standard deviation of the threshold differ-
ences.
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and these differences were relatively constant across masker
levels. Further, the differences are consistent with the predic-
tions of the envelope modulation rate variability hypothesis.
The significant differences found between the inharmonic
and noise masker thresholds is likely due to the comparative
sparseness of the inharmonic masker spectrum. This differ-
ence confirms that the inharmonic masker is a more appro-
priate control condition than a noise masker for assessing the
effect of harmonicity.

Any role of CMR in the harmonicity effect was pre-
cluded in this experiment since the harmonic masker partials
were not in phase. Consequently, the auditory filter output
modulations were not coherent across frequency and thus a
condition required for CMR did not occur.

The harmonic masker is distinguished from the inhar-
monic masker by the precise relationship among the frequen-
cies of the partials, as well as by the periodicity of its enve-
lope. Kohlrausch and Sander~1995! showed that the masked
threshold of a probe signal followed the envelope of a har-
monic masker even when all of the masker partials were not
in phase. Thus, the significantly lower thresholds for the har-
monic masker could be due to the periodicity of the enve-
lope. The following experiment investigates the possible role
of envelope periodicity, which may encourage a strategy of
listening in the dips in the envelope where the probe may be
more easily detected.

B. Experiment 2: Listening in the dips

In experiment 1, the precise periodicity of the harmonic
masker waveform might have allowed the listener to take
advantage of modulation minima to converge on a lower
threshold. That is, the harmonic masker yields envelope
modulations which are not coherent across channels due to
the random phases of the partials, but are all at the same rate.
The probe energy might be more easily detected at times
when the instantaneous masker energy in the frequency re-
gion of the probe is low~Buus, 1985; Kohlrausch and
Sander, 1995!. Further, the same-rate, across-channel modu-
lations might help to focus attention on the dips in the region
of the probe even though the modulations are not coherent.

The listening in the dips explanation of the harmonicity
effect was investigated by varying the depth of the dips in
the harmonic and inharmonic masker envelopes using coher-
ent and incoherent envelope modulations across channels.
Dips in the frequency region of the probe should result in
lower masked thresholds, and the presence of coherent
across-channel modulations should also lower thresholds
~e.g., Hall, 1987!. Failure to observe any effects due to
changes in envelope modulation coherence and depth will
argue against the listening in the dips strategy as an expla-
nation of the harmonicity effect.

The depth of the envelope dips was increased for the
harmonic masker by setting the phase of each partial in
Table I to zero. The top two panels of Fig. 3 show short
samples of the resulting in-phase and random-phase har-
monic maskers. Note that the in-phase partials create the
conditions required for CMR, which might also explain any
observed reduction in threshold for this masker.

For the inharmonic masker, envelope dips were intro-
duced by sinusoidal amplitude modulation with an 88-Hz
raised sinusoid~the fundamental frequency of the harmonic
masker! to a depth of 90 percent. The lower two panels of
Fig. 3 show short samples of the modulated and unmodu-
lated inharmonic maskers. A confounding effect of ampli-
tude modulation is the modulation components or ‘‘side-
bands’’ added to the spectrum. However, the addition of
sidebands should increase the spectral density of the masker,
so an increase in threshold is more likely to occur than the
predicted decrease. Therefore, if a reduction in threshold is
observed, it would not likely be due to the increased spectral
content, but would support the listening in the dips strategy.

Note that multiplying the masker with a modulating sig-
nal produces a modulation that is coherent across auditory
channels, whereas the auditory filter modulations arising
from summation of random-phase harmonic partials within
each filter passband are not coherent across channels. How-
ever, coherent, across-channel modulation would likely al-
low better prediction of envelope dips in a more restricted
range of channels processing the probe than would modula-
tions that are not coherent. If a threshold reduction is not
observed with coherent modulations, it would be difficult to
argue that the listening in the dips strategy accounts for the
lower threshold with the random-phase harmonic masker
where the modulations are not coherent.

Overall levels of both the unmodulated and modulated
maskers were adjusted to 55 dB SPL. All masker variations
were evaluated using an 800-Hz bandwidth noise probe cen-
tered at 1800 Hz, similar to that used in experiment 1. The
duration of the maskers and probe was 400 ms. Five listeners
participated in the experiment.

1. Results and discussion

The average masked thresholds for the unmodulated and
modulated maskers are shown in Fig. 4. A two-way

FIG. 3. Harmonic and inharmonic maskers with varying depths of wave-
form modulation. The abscissa represents sample number~sample rate
544 100 Hz! and the ordinate is a linear amplitude scale.Harmonic IP—all
partials in phase;Harmonic RP—all partials random phase;Inharmonic
Mod0—no amplitude modulation;Inharmonic Mod90—90% sinusoidal am-
plitude modulation.
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repeated-measures analysis of variance found a significant
main effect of masker type@F(1,4)562.397, p,0.001#, but
no significant effect of modulation and no significant inter-
action. Therefore, as in experiment 1, the harmonic masker
thresholds were significantly lower than the inharmonic
masker thresholds. Although there was no overall effect of
modulation, one of the five listeners did appear to be sensi-
tive to the effect of masker modulation since he consistently
displayed threshold reductions of approximately 4 dB in re-
sponse to either type of modulation. However, his threshold
with the random-phase harmonic masker was still 5 dB lower
than the threshold with the modulated inharmonic masker.
Since modulating the inharmonic masker did not reduce his
threshold to the level obtained with the harmonic masker,
masker modulation does not account for the harmonicity ef-
fect, even for this listener.

2. Conclusion

The failure to observe a significant effect of masker
modulation on masked threshold argues against the hypoth-
esis that the threshold differences result from improved de-
tection of the probe in periodic masker envelope dips where
the probe-to-masker energy ratio is higher.

C. Experiment 3: Masker frequency

Experiment 1 found a significant effect of harmonicity
on masking by measuring the detectability of a narrow-
bandwidth noise probe in 4-kHz bandwidth harmonic or in-
harmonic maskers. The difference between the masked
thresholds obtained from harmonic and inharmonic maskers
was not affected significantly by masker level or probe cen-
ter frequency. The lack of an effect of level is not surprising
if the harmonicity effect results from differences in detect-
ability of a change in the variability of auditory filter output
modulation rates, since the modulation rates should be rela-
tively unaffected by the overall level of the partials. Simi-
larly, the lack of an effect of probe frequency may also be
expected, since the envelope modulation rate depends on the
frequency differences between the partials. This was constant

for the harmonic masker at all probe positions. On the other
hand, the envelope modulations for the inharmonic masker
might be expected to increase in variability as a function of
auditory filter width as the filter processes more partials.
Therefore, the threshold difference might increase with fre-
quency as the increased variability of the filter envelope
modulations causes the change in variability due to the noise
probe to be more difficult to detect.

The frequency dependence of the harmonicity effect was
examined more closely by varying the center frequency of
narrow bandwidth maskers and probes. A number of har-
monic maskers and corresponding inharmonic maskers were
created by selecting 12 consecutive partials from the larger
sets shown in Table I. Six frequency bands with 50% overlap
were chosen. Each masker band was approximately 970 Hz
wide, and a 900-Hz bandwidth probe was always centered in
the masker~see Table II for more details!. To ensure precise
control over bandwidth, each probe was created by summing
600 equal-amplitude sinusoids with both frequency and
phase randomly selected from a rectangular distribution. The
phases varied between 0 and 360 deg, while the frequencies
were constrained to be within the bandwidths specified in
Table II. Thus, although the probes were perceptually similar
to the Gaussian noise probes in experiment 1, they were
quite different in terms of their amplitude distributions. All
maskers were presented at an overall level of 55 dB SPL.

Five listeners participated in the experiment. The experi-
ment consisted of six sessions, each comparing harmonic and
inharmonic maskers in a different frequency band, and the
order of the sessions was randomly determined. The experi-
ment was replicated three times by each listener so that the
final individual thresholds were the average of three determi-
nations. The initial sessions for two listeners were repeated
after they professed difficulty with the experimental proce-
dure. These were treated as practice sessions for these listen-
ers only.

1. Results and discussion

The trends in masked threshold as a function of center
frequency were sufficiently similar for all listeners that only
mean thresholds are presented in Fig. 5. The error bars rep-
resent the standard deviations measured over listeners. A
repeated-measures analysis of variance found significant
main effects of frequency band and type of masker
@F(5,20)572.81, p,0.0001 and F(1,4)5190.66, p
,0.0001, respectively#. Planned comparisons witht tests
found that the mean threshold differences were all signifi-
cantly different from zero for each frequency band. The band

FIG. 4. Average thresholds for modulated and unmodulated maskers. Labels
on the abscissa correspond to the masker labels in Fig. 3:RP—harmonic,
random phase;IP—harmonic, in phase;Mod0—inharmonic, unmodulated;
Mod90—inharmonic, modulated. The vertical bars indicate one standard
deviation of the threshold estimates.

TABLE II. Definitions of masker and probe bands.

Band
ID

Masker
partials

~from Table I!
Probe

cutoffs ~Hz!
Probef c

~Hz!

1 1–12 125–1025 575
2 7–18 643–1543 1093
3 13–24 1166–2066 1616
4 19–30 1706–2606 2156
5 25–36 2245–3145 2695
6 31–42 2752–3652 3202
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by masker interaction@F(5,20)53.53, p,0.02# was also
significant. Figure 5 suggests that the thresholds increased
more steeply with frequency for the inharmonic maskers
than for the harmonic maskers. Comparisons of means using
the Scheffe´ test found bands 1 and 2 to differ from band 6 for
each masker type. However, for the inharmonic masker,
band 1 also differed significantly from bands 3, 4, and 5.
Thus, the slightly steeper rise for the inharmonic masker is
confirmed.

The average threshold differences and associated stan-
dard deviations are shown in Fig. 6.~The model predictions

shown in the figure will be discussed later.! A Scheffé test
indicated that only the smallest difference in the lowest band
and the largest in the fourth band were significantly different
from each other. Thus, the results suggest that the effect of
harmonicity is similar in all frequency bands above the low-
est band where it is smaller. The larger variance across lis-
teners in the fifth band was due mainly to one listener whose
threshold with the harmonic masker was much lower than
the thresholds of the other listeners.

The significant increase in masked threshold difference
between the frequency band near 500 Hz and the band near
2000 Hz shown in Fig. 6 is accompanied by a widening of
the auditory filters. The filter width is often expressed in
terms of equivalent rectangular bandwidth~ERB! ~e.g.,
Moore, 1997!, and the number of ERBs up to a particular
frequency is defined as follows:

Number of ERBs521.4 log10~4.37FkHz11!. ~1!

The number of ERBs in each frequency band is shown
in Table III, as well as the number of partials per ERB and
the average masked threshold difference. The table shows
that the threshold difference increased with increasing num-
ber of partials per ERB up to the fourth band~i.e., about 2
kHz!.

The results of this experiment appear, on the surface, to
be somewhat inconsistent with those of experiment 1 where
the change in masked threshold difference was not signifi-
cant when the probe center frequency was varied. Note, how-
ever, that the lowest probe frequency in experiment 1 was
somewhat higher than the lowest frequency in the present
experiment. Further, the mean masked threshold differences
for the 55-dB masker in that experiment~Fig. 2! were not
very different from the mean differences found in this ex-
periment ~Fig. 6!, as may be inferred by interpolating be-
tween nearby probe center frequencies. The similar threshold
differences found in the two experiments suggest that the
effect is not influenced significantly by the bandwidth of the
masker~4000 vs 970 Hz! or by the statistics of the noise
probe~Gaussian versus uniform amplitude distributions!.

2. Conclusion

The size of the harmonicity effect differed significantly
only between the first band where it was smallest, and the
fourth band where it was largest. This difference was mainly
due to a steeper rise in threshold with frequency for the in-
harmonic maskers compared to the harmonic maskers. The
steeper rise might have resulted from increasing variability
of the modulation rates with filter center frequency. That is,

FIG. 5. Masked thresholds as a function of masker/probe center frequency
~Hz!. Maskers were presented at an overall level of 55 dB SPL. All thresh-
olds are the averages of determinations obtained from five observers. The
vertical bars indicate plus and minus one standard deviation of the threshold
estimates.

FIG. 6. Differences in masked threshold between inharmonic and harmonic
maskers as a function of masker/probe center frequency~Hz!. Threshold
differences for observers were obtained from the data shown in Fig. 5. The
vertical bars indicate plus and minus one standard deviation of the threshold
differences. Model differences are those predicted by the models presented
in the General Discussion.

TABLE III. Relation between partials/ERB and the threshold difference.

Band
ID

Number
ERBs

Partials
per ERB

Threshold
difference~dB!

1 11.7 1.03 4.72
2 6.6 1.82 7.19
3 4.6 2.61 7.40
4 3.6 3.33 11.06
5 2.9 4.14 8.63
6 2.4 5.00 8.49
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the interaction of a larger number of inharmonic partials at
higher center frequencies may yield less-consistent output
modulations, resulting in increased variability of the domi-
nant modulation rates across filters. Filter width would not
have a similar effect with harmonic input, since in this case
the dominant modulation rates across filters remain relatively
constant. This interpretation is consistent with the hypothesis
that the noise probe becomes more difficult to detect as filter
modulation rates increase in variability across filters.

D. Experiment 4: Forward masking

The modulation rate variability hypothesis proposes that
the cue that facilitates detection in a harmonic masker is the
change in modulation rate variability over auditory filters
due to the introduction of a noise probe. Such a cue requires
the simultaneous presentation of both masker and probe, so
the advantage associated with a harmonic masker should be
lost with nonsimultaneous masking. This prediction was
tested in a forward-masking experiment.

The harmonic and inharmonic maskers were as defined
in Table I, and the probe to be detected was the 800-Hz
bandwidth frozen, Gaussian noise signal centered on 1800
Hz that was used in experiment 1. The duration of the
maskers was 400 ms and the duration of the probe was 20
ms. The maskers and probe had 10-ms raised-cosine onset
and offset ramps. The probe was delayed either 300 or 400
ms from the onset of the masker, so that the effects of
simultaneous-and forward masking could be compared. Five
listeners participated in the experiment.

1. Results and discussion

The average masked thresholds for the simultaneous-
and forward-masking conditions are shown for both types of
maskers in Fig. 7. The 6.6-dB difference between masker
types obtained in the simultaneous-masking condition is
similar to that observed previously. However, no difference
was observed in the forward-masking condition.

A repeated-measures analysis of variance found signifi-
cant main effects due to probe delay@F(1,4)532.47, p
,0.005# and masker type@F(1,4)523.69, p,0.008#, as
well as a significant interaction@F(1,4)541.11, p,0.003#.
Planned comparisons witht tests showed that the masked
threshold difference was significant with a probe delay of
300 ms~i.e., simultaneous masking! but not when the delay
was 400 ms~i.e., forward masking!.

2. Conclusion

In the simultaneous-masking condition, the masked
threshold difference was again observed with a probe that
was much briefer than that used previously. However, this
difference disappeared with forward masking as predicted by
the modulation rate variability hypothesis.

E. Experiment 5: Partial separation

In the previous experiments, the harmonic maskers al-
ways had a spacing of 88 Hz between adjacent partials. This
frequency separation was small enough that at least two par-
tials fell in the range of any auditory filter. Increasing the
separation between the harmonic partials would reduce the
possibility of modulated filter outputs due to summation
within the passbands of individual filters, and the threshold
would only depend on the signal-to-noise ratios in the re-
spective filters. The prediction follows that the harmonicity
effect will decline as the distance between partials increases.

This experiment evaluated the effect of frequency sepa-
ration of the partials on the masked threshold difference. The
probe to be detected was the 800-Hz bandwidth Gaussian
noise signal centered at 1800 Hz first used in experiment 1.
Maskers consisted of the original harmonic masker with par-
tials separated by 88 Hz~Table I!, as well as new maskers
constructed by selective omission of partials from the origi-
nal set. Specifically,mask135included all odd-numbered
partials andmask246included all even-numbered partials so
that the frequency separation was 176 Hz in both cases.
Mask147included every third partial starting with the first,
mask258included every third partial starting with the sec-
ond, andmask369included every third partial starting with
the third. For these, the frequency separation between suc-
cessive partials was 264 Hz. Corresponding partials from the
original inharmonic masker were selected to create matching
inharmonic maskers. All maskers were presented at an over-
all level of 55 dB SPL. Three listeners participated in the
experiment.

1. Results and discussion

The masked thresholds averaged over listeners are
shown in Fig. 8 for each harmonic and inharmonic masker.
For the inharmonic maskers, the threshold declined with in-
creases in the frequency separation between the partials. That
is, the inharmonic maskers with the larger frequency gaps
were less effective at masking the probe. On the other hand,
the masked thresholds with the harmonic maskers were less
consistently dependent on the frequency separation. At the
smallest separation, the average threshold was already almost
as low as the masked thresholds at the widest separation.

FIG. 7. Masked thresholds with harmonic and inharmonic maskers in
simultaneous- and forward-masking experiments. Maskers were presented at
an overall level of 55 dB SPL. All thresholds are the averages of determi-
nations obtained from five observers. The vertical bars indicate one standard
deviation of the threshold estimates.
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A repeated-measures analysis of variance found signifi-
cant effects due to partial separation and type of masker
@F(5,10)536.78, p,0.0001 and F(1,2)571.48, p
,0.015, respectively#, as well as a significant interaction
@F(5,10)515.7, p,0.0001#. Planned comparisons of the
mean thresholds for the harmonic and inharmonic maskers at
each partial separation found all differences to be significant
with the exception of themask258and mask369partial se-
lections. Each of these maskers had a partial separation of
264 Hz.

Figure 9 shows the average masked threshold difference
for each harmonic masker relative to its associated inhar-
monic masker.~The model data shown in the figure will be

discussed later.! The differences obtained with the 176-Hz
partial separation were slightly smaller than that obtained
with the 88-Hz separation. However, a further increase in the
separation to 264 Hz was accompanied by a marked reduc-
tion in the threshold difference. The difference was still sta-
tistically significant for themask147condition, but not for
the mask258andmask369conditions.

These results show that the masked threshold difference
becomes small or nonexistent when the separation between
partials in the harmonic series becomes large enough. This
suggests that the effect depends on processing more than one
partial in each auditory filter. Consistent with this interpreta-
tion, the equivalent rectangular bandwidth at the frequency
of the probe~1800 Hz! is 219 Hz. Since auditory filters are
not rectangular, filters in this region would likely process
some energy from two partials with a separation of 176 Hz,
but mainly from a single partial with a separation of 264 Hz.

2. Conclusion

In agreement with the prediction based on the modula-
tion rate variability hypothesis, the masked threshold differ-
ence appears to depend on the interaction of at least two
partials within each auditory filter.

F. Experiment 6: Degree of inharmonicity

In general, the threshold for detecting a signal embedded
in a background increases with the variability of the back-
ground ~e.g., Green and Swets, 1969!. For the modulation
rate variability hypothesis, the background is the pattern of
filter output modulations due to the masker, while the signal
is a change in this pattern due to the probe. Since the back-
ground is less variable for a harmonic masker than for an
inharmonic masker, detection of a probe will occur at a
lower level for the harmonic masker as observed in the pre-
vious experiments. Further, the detection threshold should
increase in proportion to the degree of inharmonicity of the
masker as reflected by the variance of filter output modula-
tion rates.

The inharmonic masker used as a control condition in
previous experiments was always as described in Table I.
The frequencies of the partials were determined by perturb-
ing harmonically related frequencies to nearby prime num-
bers, sometimes by as much as 25 Hz. In this experiment, a
new perturbation method was devised that allowed grada-
tions in the degree of inharmonicity. That is, the perturbation
was plus or minus a randomly determined real number that
was constrained to be less than a specified maximum value.
The ranges of maximum perturbations were 2, 5, 10, and 25
Hz. Table IV shows the means and standard deviations of the
perturbations employed for each of these ranges. Phases re-
mained as shown in Table I. The model predicts that the
masked threshold will increase monotonically as the degree
of inharmonicity increases.

The harmonic masker partials were identical to those
defined for the fourth frequency band in Table II, which
resulted in the largest masked threshold difference in experi-
ment 3. That is, the harmonic masker consisted of partials 19
through 30 in Table I~1672–2640 Hz!, and the inharmonic

FIG. 8. Effect of partial frequency separation on masked threshold. Maskers
were presented at an overall level of 55 dB SPL. All thresholds are the
averages of determinations obtained from three observers. The vertical bars
indicate one standard deviation of the threshold estimates. The abscissa
identifies maskers described in the text by the suffixes of the masker names
~e.g.,mask135!. Also shown is the corresponding frequency separation be-
tween the partials of each masker.

FIG. 9. Differences in masked threshold between inharmonic and harmonic
maskers as a function of partial frequency separation. Threshold differences
for observers were obtained from the data shown in Fig. 8. Model differ-
ences are those predicted by the power-variance model presented in the
General Discussion.
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maskers were this harmonic masker perturbed by the
amounts indicated in Table IV. The noise probe was also
identical to that used in experiment 3 for the fourth band. All
maskers were presented at an overall level of 55 dB SPL.
Five listeners participated in the experiment.

1. Results and discussion

Masked thresholds increased as a function of masker
inharmonicity for all listeners. Therefore, only the average
thresholds are presented in Fig. 10 along with the associated
standard deviations.~The model thresholds shown in the fig-
ure will be discussed later.! A repeated-measures analysis of
variance yielded a significant effect of perturbation range on
masked threshold@F(4,16)528.35, p,0.0001#. Planned
comparisons witht tests showed that the mean threshold for
the harmonic masker~i.e., zero perturbation! was signifi-
cantly different from all the other means, as was the mean for
the 25-Hz perturbation range. The 2-Hz perturbation range
also differed significantly from the 10-Hz range. No signifi-
cant difference was found between either the 2- and 5-Hz
ranges or the 5- and 10-Hz ranges.

Figure 10 shows that the variability across listeners de-
creased with increasing perturbation range. The threshold
difference between the zero-perturbation and the 2-Hz per-
turbation range was roughly the same for all listeners. How-
ever, the most practiced listeners also produced the lowest
thresholds in this region, suggesting that they may have
learned to more effectively use cues that are normally not
present with inharmonic maskers. With the largest perturba-
tion range where such cues would presumably not be
present, all listeners reached almost the same threshold.

2. Conclusion

As predicted, the masked threshold was lowest when the
masker was perfectly harmonic and increased incrementally
as inharmonicity increased. The results are consistent with
the hypothesis that the increase in threshold with increasing
inharmonicity occurs because the probe is more difficult to
detect as the filter envelope modulation rate variability be-
comes larger. Conversely, the random perturbations due to
the noise probe are easiest to detect when this variability is
small.

G. Experiment 7: Across-channel effects

The envelope modulation rate variability hypothesis ex-
plicitly proposes across-channel comparisons to explain the
difference in masked thresholds derived from harmonic and
inharmonic maskers. That is, the variance is calculated from
the envelope modulation rates of a number of auditory filter
outputs. However, the previous experiments do not rule out
unspecified within-channel differences between the two
types of maskers that might also account for the effect on
threshold. The issue is addressed in this experiment by ma-
nipulating the harmonicity of the masker in frequency bands
outside the bandwidth of the probe. If the threshold differ-
ence is a within-channel effect, it should disappear under
these conditions. Conversely, if it depends on across-channel
information, the difference should persist.

A second issue addressed in this experiment is the rela-
tion between the fine structure of the probe and masker. In
the previous experiments, the noise probes were defined
prior to each experiment so that this relationship remained
frozen during the experiment. Listeners’ thresholds might
have been biased by detection of specific interactions be-
tween the maskers and probes. For each presentation in this
experiment, the 400-ms probe was extracted from a 2500-ms
sequence of bandlimited Gaussian noise using a random
starting position. Thus, there was never a fixed relationship
between the masker and probe fine structure.

A masker band coincident with the bandwidth of the
probe was either harmonic or inharmonic, and was accom-
panied by lower and upper flanking bands that were both
either harmonic or inharmonic. The distance between the
masker and the flanking bands was also varied to measure
the sensitivity of any across-channel effect to frequency
separation. The lower, masker, and upper bands ranged from
1408–1848, 1936–2288, and 2376–2816 Hz, or from 1056–
1408, 1936–2288, and 2816–3168 Hz, respectively. A har-
monic complex was created by selecting harmonic partials
from Table I that were within the ranges of the masker band

TABLE IV. Range, mean, and standard deviation of perturbations for each
degree of inharmonicity.

Perturbation
range~Hz!

Mean
perturbation~Hz!

Stand. dev.
~Hz!

2 1.16 0.423
5 2.52 1.641

10 4.94 3.037
25 11.31 9.508

FIG. 10. Masked thresholds as a function of maximum perturbation of the
masker from harmonicity. Maskers were presented at an overall level of 55
dB SPL. All thresholds are the averages of determinations obtained from
five observers. The vertical bars indicate plus and minus one standard de-
viation of the threshold estimates. Model thresholds are those predicted by
the models presented in the General Discussion.
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and both flanking bands. An inharmonic complex was pro-
duced by randomly perturbing each partial frequency of the
harmonic complex up or down to a maximum of 22 Hz.
Finally, a mixed complex was made by replacing the masker
band of the inharmonic complex with the original harmonic
partials. The probe was created by bandpass filtering Gauss-
ian noise using a digital filter with very sharp cutoffs such
that the spectrum level was reduced to zero within 50 Hz. It
had a bandwidth of 1976–2238 Hz, which was well inside
the masker band.

As in the previous experiments, the inharmonic complex
is expected to yield a higher threshold than the harmonic
complex. However, the threshold for the mixed complex will
be higher than the threshold for the harmonic complex only
if auditory channels remote from the probe influence mask-
ing ~i.e., an across-channel influence!. According to the
modulation rate variability hypothesis, the inharmonic flank-
ing bands should increase the overall modulation rate vari-
ance even though the masker band is harmonic.

All complexes were presented at an overall level of 55
dB SPL. Six listeners participated in the experiment. Four of
the six listeners had not participated in any of the previous
experiments, and they were given one practice session to
familiarize themselves with the experimental procedure.

1. Results and discussion

Figure 11 shows the average thresholds for the three
complexes at the two masker-flanking band distances~i.e.,
88 and 528 Hz!. A repeated-measures analysis of variance
found flanking band distance@F(1,5)514.138, p,0.015#
and the nature of the complex@F(1,5)5245.033, p
,0.001) to be significant, as well as their interaction
@F(2,10)59.268, p,0.005#. A Scheffétest showed that all
means differed significantly from each other (p,0.05) with
the exception of two pairs. That is, the threshold for the
harmonic complex did not change significantly as the flank-
ing band distance increased, and the thresholds for the inhar-
monic and mixed complexes did not differ significantly at
the shortest distance.

The analysis showed that the masked thresholds for both
the mixed and inharmonic complexes were significantly
higher than the thresholds for the harmonic complex. Since
the masker band was the same for the harmonic and mixed
complexes, the threshold difference must be due to the na-
ture of the flanking bands. That is, inharmonic flanking
bands resulted in a higher masked threshold than harmonic
flanking bands when the masker band was harmonic. Fur-
ther, this difference persisted to a lesser degree even when
the flanking bands were moved a considerable distance from
the masker band. The threshold difference appears to be an
across-channel effect since the masker and flanking bands
were in different critical bands, particularly at the wider
separation.

2. Conclusion

The across-channel influence is evidence that specific
within-channel interactions between masker and probe fine
structure are not responsible for the harmonicity effect. Fur-
ther, observance of the effect with random relationships be-
tween masker and probe eliminates the possibility that con-
sistent cues arising from frozen masker–probe interactions
contributed to the effect in previous experiments.

IV. GENERAL DISCUSSION

The introduction proposed the modulation rate variabil-
ity hypothesis, which predicts a decrease in the masked
threshold of a noise probe due to masker harmonicity. It was
recognized that partials of a complex masker interact to
modulate auditory filter outputs, and that the modulation
rates may vary across filters depending on the frequency dif-
ferences among the partials. The hypothesis proposes that
when the variability due to the masker is low, the change in
variability due to a noise probe near threshold is easier to
detect than when the variability due to the masker is higher.
Since the expected variability for a harmonic masker is
smaller than that for an inharmonic masker, the detection
threshold should also be lower for the harmonic masker.

In agreement with the hypothesis, the experiments
showed a consistently lower masked threshold due to masker
harmonicity. Further, this difference:

~1! was not affected by masker level;
~2! was smallest when the masker and probe were below 1

kHz, and was significantly larger in the region around
2–3 kHz, possibly due to increasing modulation rate
variability with the inharmonic masker;

~3! was not observed with forward masking;
~4! did not appear to be due to a listening-in-the-dips strat-

egy since the effects of large masker modulations were
not significant;

~5! disappeared when the frequency separation of the par-
tials became excessive;

~6! increased gradually as masker inharmonicity increased;
and

~7! was observed to be an across-channel effect.

Consistent with the modulation rate variability hypoth-
esis, the experiments showed that the masked threshold dif-

FIG. 11. Masked thresholds for the two distances between masker and
flanking bands~88 and 528 Hz—points are offset slightly for clarity!.
Maskers were presented at an overall level of 55 dB SPL. All thresholds are
the averages of determinations obtained from six observers. The vertical
bars indicate plus and minus one standard deviation of the threshold esti-
mates.
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ference appears to depend on interactions of partials within
individual auditory filters. Such interactions produce filter
output modulations that can be measured using a filter bank
that simulates the auditory filters. A model of harmonicity
for predicting the threshold difference is proposed based on
measurements of envelope modulation rate variability.

A. A model of harmonicity

The modulation rate variability hypothesis assumes that
the listener’s decision process has available the array of au-
ditory filter output modulation rates. Detecting the presence
of a noise probe is facilitated by a change in the variability of
these modulation rates. The variance of the modulation rates
for a harmonic masker should be negligible. However, the
variance for an inharmonic masker may be much larger,
since the filter outputs are modulated at various rates depend-
ing on the input frequencies. The noise probe randomly al-
ters the variance of the array of auditory filter output modu-
lation rates, and the change in variance should be more easily
discerned against a constant background due to the harmonic
masker than against the more variable background due to the
inharmonic masker. Therefore, a higher threshold is pre-
dicted for the noise probe embedded in an inharmonic
masker than when it is embedded in a harmonic masker.

The harmonicity of a given stimulus may be measured
directly by analyzing the envelope modulations of simulated
auditory filter outputs. A suitable filter for this purpose, first
proposed by Pattersonet al. ~1992!, is the ‘‘gammatone’’
filter. A gammatone filter bank, described in detail by Slaney
~1993!, was implemented to process a short segment of each
masker employed in the above experiments. In this imple-
mentation, the widths of the filters did not vary with input
level. The center frequencies of successive filters were incre-
mented by 10 Hz. The output of each filter was processed
with the Hilbert transform to obtain the envelope. An auto-
correlation applied to the envelope gave an estimate of the
period of the modulation frequency.

A measure of harmonicity,Rv , was defined as the vari-
ance of the modulation rates across filters represented by the
periods measured with the autocorrelation. However, this
ideal was compromised somewhat in practice. An occasional
problem that occurred with noise input was the failure to
observe any peak in the autocorrelation function due to the
absence of envelope periodicity. In this case, generating a
random modulation period from a uniform distribution
seemed more appropriate than ignoring the filter altogether.
A second complication was the lack of an adequate criterion
for selecting a peak of the autocorrelation function. For ex-
ample, the peak corresponding to a rate of 44 Hz sometimes
had a slightly larger magnitude than the peak corresponding
to 88 Hz, the actual fundamental frequency. Thus, selection
of a period based on maximum peak magnitude severely
distorted the variance measurement across filters. Our solu-
tion was to select the peak with the largest magnitude, but to
regard integer multiples and submultiples of the modulation
periods across filters to be equivalent. This was done by
calculating the mean of the minimum deviation of each fil-
ter’s period from the closest integer multiple or submultiple

of each other filter’s period.Rv was calculated as the vari-
ance of the mean deviations over filters.

A modulation filter bank~e.g., Dauet al., 1996! is a
biologically plausible model for measuring modulation rates
of peripheral filter outputs. A plausible mechanism to mea-
sure and take into account the effect of modulation rate vari-
ability is also desirable. However, we chose to adopt the
computational methods described in this paper to investigate
the importance ofRv in accounting for the harmonicity ef-
fect, and to justify consideration of more plausible imple-
mentations.

B. Simulations with an auditory model

An auditory model capable of predicting detection
thresholds was constructed using the gammatone filter bank
along the lines proposed by Martens~1982!. Martens de-
scribed a detection model based on a linear combination of
three variables. The first,Ep , was the average power of the
filter envelopes. The second,Ev , was the variance~in dB! of
each filter envelope over time averaged over the filters, and
the third was the maximum magnitude of the critical band
envelope spectrum, which gives the power of the dominant
modulating frequency.

Martens~1982, p. 402! consideredEp to be of primary
importance for predicting the threshold of a noise probe. Ac-
cordingly, a linear regression employedEp to predict the
average observer thresholds found in experiment 1 with the
noise masker. The resulting power model thresholds ob-
tained from Eq.~2! gave a correlation of 0.99 between the
thresholds predicted for the noise masker and the corre-
sponding observer thresholds. Although this model works
well given a noise masker, the thresholds observed for the
harmonic and inharmonic maskers were not predicted as ac-
curately. The correlation between the predicted and observed
thresholds for the three types of maskers combined was 0.95.

ThreshdB5Ep22.12. ~2!

The relationship between the power model predictions
and the measured thresholds for the three masker types of
experiment 1 are shown in Fig. 12. The regression lines for
the harmonic, inharmonic, and noise maskers are clearly
separated. For the harmonic and inharmonic maskers, the
model thresholds were consistently too high. Clearly, this
model fails to take into account properties of these maskers
that result in lower observer thresholds. The model’s thresh-
old determinations might be rendered more accurate by in-
corporating the measure of harmonicity derived from the fil-
ter bank.

The additional effect of masker harmonicity on masked
thresholds was calibrated using the data from experiment 1
as well as experiment 5. Note that the envelope modulation
rate variance (Rv) is low when the modulations have a high
amplitude and are the same for all the filters~i.e., for the
harmonic maskers!. It should also assume a low value, how-
ever, when the modulation amplitude is low, but still capable
of producing large-amplitude peaks in the autocorrelation
functions ~i.e., for the maskers with widely separated par-
tials!. A suitable criterion for recognizing the occurrence of
such unimportant, low-amplitude modulations is the energy
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ratio, Ev2Ep , which is sensitive to the average peak-to-
peak amplitude relative to the average envelope energy. In
practice,Rv was assigned a value of zero whenEv2Ep was
less than220 dB.

The two conditions leading to a smallRv were present in
the combined data taken from experiment 1 and experiment
5. Experiment 1 included harmonic, inharmonic, and noise
maskers presented at three different levels. Experiment 5 in-
cluded harmonic and inharmonic maskers with partial fre-
quencies separated by more than the filter bandwidths. A
linear regression was performed on the combined data sets to
predict the observed thresholds usingEp and the logarithm
of Rv . SinceRv increased exponentially with inharmonicity,
the logarithm ofRv gave a better-fitting linear model. The
result of the regression analysis is Eq.~3!. The correlation
between the observer thresholds for the calibration data and
the corresponding thresholds given by Eq.~3! was 0.98.

ThreshdB5Ep12 log10~RV11!213.75. ~3!

The performance of the power-variance model ex-
pressed by Eq.~3! was tested with independent data sets
from experiment 3 and experiment 6. In these experiments,
the maskers had narrower bandwidths than in experiment 1,
and the harmonicity values varied somewhat with frequency
band because of the associated differences in auditory filter
bandwidths~experiment 3!, as well as with the varying de-
grees of perturbation of partial frequencies~experiment 6!.
The upper panel of Fig. 13 shows the power model threshold
estimates given by Eq.~2! versus the 17 observer thresholds,
while the lower panel shows the power-variance model
thresholds given by Eq.~3! versus the observer thresholds.
The power-variance model predictions (r 50.96, slope
50.84! are an improvement over the predictions based solely
on power (r 50.48, slope50.21!. The difference between the
correlations is statistically significant (Z53.76, p
,0.0003) as determined using the Fisherr to Z transform
~Hays, 1963!.

The differences in masked thresholds predicted by the
power model and the power-variance model for experiment 3
are shown in Fig. 6 to facilitate comparison with the observer
data. Figure 10 shows the masked thresholds predicted for
experiment 6. Clearly, much better predictions of the average
observer thresholds and threshold differences were obtained
from the power-variance model. Recall that the difference in
masked threshold for the lowest-frequency band in Fig. 6
was thought to be significantly smaller than that in the fourth
band because of a difference in envelope modulation rate
variance for the inharmonic masker. Consistent with this hy-
pothesis, the measured variance in the lower-frequency band
was half that in the higher band.

The harmonicity calculation is sensitive to the separation
of the partials because of the limited bandwidths of the au-
ditory filters. Equation~3! was fitted with this in mind by
including the data from experiment 5 where the separation
between adjacent partials varied from 88 to 264 Hz. The
harmonicity effects predicted by the power-variance model
are quite close to the observer threshold differences, as can
be seen in Fig. 9. In contrast, the power model predicted
differences that were all close to zero. For all cases with the
partial separation of 264 Hz,Rv was zero because of the
small average envelope variance,Ev , relative toEp , so the

FIG. 12. Power model thresholds@Eq. ~2!# versus observer thresholds as a
function of noise, inharmonic, and harmonic maskers. Maskers and probes
from experiment 1 were processed by the filter bank model to obtain the
power measurements needed to generate the model threshold predictions.

FIG. 13. Effect of the harmonicity measurement weighting on masked
threshold predictions;~a! no weighting@Eq. ~2!, power model#; ~b! weight-
ing with harmonicity@Eq. ~3!, power-variance model#. Maskers and probes
from experiments 3 and 6 were processed by the filter bank model to obtain
the power and modulation rate variance measurements needed to generate
the model threshold predictions. The diagonal represents perfect prediction.
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term containing this variable in Eq.~3! was effectively elimi-
nated. Thus, inharmonicity in the model has its effect only
when partials are sufficiently close together to produce a
relatively large envelope modulation in the output of the fil-
ters.

The amplitude modulation of the inharmonic masker in
experiment 2 might be expected to reduce the envelope
modulation rate variance found in the corresponding un-
modulated masker. Instead, measurements showed only a
minor decrease in log(Rv11) with the addition of imposed
modulation ~Mod052.85 versus Mod9052.78!. Since
log(Rv11) ranges from 0.0~e.g., for a harmonic masker! to
about 3.0~e.g., for a Gaussian noise masker!, this is a rela-
tively small change. It is consistent with the nonsignificant
difference in the observed thresholds~Mod0540.3, Mod90
539.6!, and is what would be expected according to the
envelope modulation rate variability hypothesis.

An alternative hypothesis for explaining the harmonicity
effect was suggested by an anonymous reviewer. Specifi-
cally, the noise probe may be detectable at lower levels with
a harmonic masker because it disrupts the pitch sensation
arising from the regularity in the envelope and/or the fine
structure~e.g., Yostet al., 1998!. The inharmonic masker
has neither regularity in its fine structure nor envelope peri-
odicity. However, this hypothesis might be difficult to distin-
guish from the envelope modulation rate variability hypoth-
esis since low variability is likely inseparable from periodic
fine structure. Iterated rippled noise~Yost et al., 1998!, for
example, has periodic fine structure, but also imposes a com-
mon modulation rate across a range of auditory filters. In this
sense, the iterated noise stimulus is similar to a harmonic
complex. It is interesting to note that an iterated noise
masker also resulted in a lowered threshold for a noise probe
compared to a noise masker~Patterson and Datta, 1997!.

V. CONCLUSIONS

The experimental results support a model in which de-
tection of a noise probe near threshold is facilitated by a
change in the pattern of modulations over auditory filter out-
puts. Detection of such a change becomes more difficult as
the modulation rate variance due to the masker increases. In
terms of signal detection theory, the modulation rate variance
is analogous to background noise level, so the threshold for
detecting a change in the variance due to the probe rises as
the modulation rate variance increases. The importance of
envelope modulation rate variance is indicated by its role in
significantly improving threshold predictions when maskers
vary in harmonicity.

According to this model, a harmonic masker with a fun-
damental frequency smaller than the passband of the audi-
tory filters generates filter outputs that have a dominant en-
velope modulation equal to the fundamental frequency. A
similar inharmonic masker also generates modulated filter
outputs, but the modulation rates vary across filters. A har-
monicity calculation based on the variability of envelope
modulation rates obtained from a gammatone filter bank re-
flected this difference between harmonic and inharmonic
maskers. Threshold predictions based on this measure of har-
monicity combined with masker energy yielded more accu-

rate predictions of observed thresholds than the masker en-
ergy alone. The envelope modulation rate variability
hypothesis successfully explains the main experimental re-
sults. In particular:

~a! For a given perturbation from harmonicity, the masked
threshold difference in a given frequency band is pre-
dicted to increase with auditory filter bandwidth. This
is due to the increased variability of envelope modula-
tions for inharmonic inputs as the wider bandwidth fil-
ters pass more partials. Experiment 3 agreed with this
prediction to some extent in that the difference in
masked threshold in the lowest frequency band was
significantly smaller than in the fourth band where the
filters are wider. Further, simulations with the filter
bank model found a larger modulation rate variance in
the fourth band than in the first band.

~b! The measure of harmonicity is not influenced by
masker level since modulation rate is not affected by
level. Accordingly, experiment 1 found no significant
effect of masker level on the masked threshold differ-
ence due to harmonicity.

~c! The difference in masked threshold is reduced or elimi-
nated when the frequency separation between partials
becomes larger than the passband of the auditory fil-
ters. This effect was observed in experiment 5.

~d! The model predicts the failure to obtain a difference in
masked threshold with forward masking in experiment
4 since coherence of masker modulations cannot be
disrupted after offset of the masker.

~e! The model predicts that thresholds will be affected by
envelope modulation rate variance in auditory channels
outside the bandwidth of the probe. This was observed
in experiment 7 by manipulating harmonicity in bands
flanking the masker.

The concept of envelope modulation rate variability of-
fers a scale for measuring the degree to which a complex
audio signal departs from harmonicity. The zero point on this
scale represents a harmonic signal while the high end corre-
sponds to a random noise signal. The experiments show that
the accuracy of psychoacoustic models would be improved
by incorporating this dimension.
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Manipulating the ‘‘straightness’’ and ‘‘curvature’’ of patterns
of interaural cross correlation affects listeners’ sensitivity
to changes in interaural delay
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The purpose of this study was to test the hypothesis that stimuli characterized by ‘‘straight’’
trajectories of their patterns of cross correlation foster greater sensitivity to changes in interaural
temporal disparities~ITDs! than do stimuli characterized by more ‘‘curved’’ trajectories of their
patterns of cross correlation. To do so, sensitivity to changes in ITD was measured, as a function of
duration, using a set of ‘‘reference’’ stimuli that yielded differing relative amounts of straightness
within their patterns of cross correlation while keeping the dominant trajectory at or near midline.
The relative amounts of straightness were manipulated by employing specific combinations of
bandwidth, ITD, and interaural phase disparity~IPD! of Gaussian noises centered at 500 Hz. The
results were consistent with expectations in that the patterning of the threshold ITDs revealed
increasingly poorer sensitivity as greater and greater curvature was imposed on the dominant,
‘‘midline,’’ trajectory. The variations in threshold ITD across the stimulus conditions can be
accounted for quite well quantitatively by assuming either that the listeners based their judgments
on changes in the position of the most central peak of the cross-correlation function or that they
based their judgments on changes in the centroid of a second-level cross-correlation function. In a
second experiment, binaural detection was measured using a subset of the reference stimuli as
maskers. As expected, sensitivity was poorest with the maskers characterized by the greatest
curvature, which were also those having the lowest interaural correlation. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1327579#

PACS numbers: 43.66.Pn, 43.66.Ba, 43.66.Dc@DWG#

I. INTRODUCTION

Historically, much of our understanding of binaural de-
tection and the localization and lateralization of sounds has
stemmed from investigations that focused on the roles of
interaural temporal differences~ITDs!, interaural intensitive
differences~IIDs!, and interaural phase differences~IPDs!.
Many of these investigations and the classical models that
account for much of the data yielded by them are summa-
rized in reviews by Colburn and Durlach~1978!, Yost and
Hafter ~1987!, Colburn ~1996!, and Hafter and Trahiotis
~1997!.

Recently, new findings have validated and extended Jef-
fress’ ~1972! contention that across-frequency consistency of
information concerning interaural timing is an additional fac-
tor that influences the intracranial position of acoustic im-
ages~e.g., Sternet al., 1988; Trahiotis and Stern, 1989; Buell
et al., 1994!. The effects of across-frequency consistency of
interaural timing information reported in those studies were
quite dramatic. When very large external delays were ap-
plied, only stimuli having sufficiently broad bandwidths
were perceived as having an intracranial locus commensurate
with the external delay.

Sternet al. ~1988! and Stern and Trahiotis~1992! sug-
gested how across-frequency effects on lateralization can be
accounted for by extending cross-correlation-based models.
Their explanation was based on two aspects of a putative
internal binaural representation of the stimuli:~1! ‘‘straight-

ness,’’ which refers to the extent to which maxima in the
interaural cross correlation of the stimuli are consistent in the
sense that they appear at the same internal delay over a range
of frequencies; and~2! ‘‘centrality,’’ which refers to the ex-
tent to which maxima of the cross-correlation function are
located at or near internal delays of small magnitude. Within
this framework, straightness and centrality are cast as two
sometimes conflicting weighting functions that determine the
relative salience of individual peaks of the cross-correlation
function. For some stimulus conditions, centrality outweighs
straightness and determines lateral position. For others,
straightness outweighs centrality.

Now, if a listener’s task were to detect a change in ITD,
which can be thought of as a horizontal translation of the
pattern of cross correlation, then one might expect that the
change in ITD would be most discernible for the straightest
trajectories. Those are the trajectories which are character-
ized by having the least ‘‘variance,’’ or inconsistency, along
the ITD axis. Said differently, changes in the ‘‘placement’’
of the peaks of activity would be expected to be most dis-
cernible when the width or variance of a trajectory of the
cross correlation which mediates performance is minimized.
Such an expectation is consistent with commonly utilized
mean-to-sigma relations that underlie decision statistics used
in a myriad of psychophysical contexts.

We wished to test the hypothesis that ‘‘straighter’’ tra-
jectories can foster greater sensitivity to changes in ITD than
more curved trajectories. To do so, we conducted an experi-
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ment in which we measured sensitivity to changes in ITD
using a set of stimuli that yielded differing relative amounts
of straightness. The relative amounts of straightness were
manipulated by employing specific combinations of band-
width, ITD, and IPD of Gaussian noises centered at 500 Hz.

In a previous experiment, Saberi~1995! compared
threshold ITDs obtained with bands of noise that were ‘‘co-
modulated’’ across frequency to threshold ITDs obtained
with bands of noise whose envelopes were independent
across center frequency. Based on the results of Trahiotis and
Stern~1994!, the effects of straightness would be expected to
be especially salient for comodulated bands of noise because
they would produce temporally coincident activity across the
channels that processed each of the individual bands of
noise.

Consistent with these expectations, Saberi~1995! ob-
served lower threshold ITDs for comodulated bands of noise
and comodulated sinusoidally amplitude-modulated tones
when the stimuli were centered at high spectral frequencies
~2550 and 3350 Hz!. The ITDs imposed on those stimuli
were conveyed by their envelopes. In contrast, Saberi did not
observe lower threshold ITDs for comodulated vs indepen-
dent low-frequency bands of noise centered at 500 and 750
Hz, frequencies for which ITDs are conveyed by the entire
waveform ~i.e., fine structure and envelope!. We surmised
that no enhancement of performance was observed for the
low-frequency stimuli because they may have fostered such
great sensitivity to changes in ITD that potential additional
effects resulting from the enhancement of straightness via
comodulation could not be observed.

We wished to conduct an experiment that would mini-
mize or preclude such ‘‘floor effects,’’ and perhaps reveal
effects of straightness on threshold ITDs for low-frequency
stimuli. In order to do so, we utilized short-duration stimuli
~i.e., 20-, 60-, and 100-ms-long!, for which threshold ITDs
are commonly found to be elevated as compared to those
obtained with longer duration stimuli~e.g., Tobias and Zer-
lin, 1959; Houtgast and Plomp, 1968; Ricard and Hafter,
1973!. It will be seen that sensitivity to changes in ITD for
low-frequency stimuli can be substantially affected by the
relative straightness of their patterns of cross correlation.

II. EXPERIMENT 1

A. Procedure

Discrimination of ITD was measured using Gaussian
noises centered at 500 Hz and having bandwidths of either
50, 100, 200, or 400 Hz. The duration of the noises was
either 20, 60, or 100 ms~including 3-ms cosine2 rise–decay
times!. For each combination of bandwidth and duration,
four combinations of ITD~ms!/IPD ~deg! served as ‘‘refer-
ence’’ conditions against which an increment in the ITD was
to be detected. The combinations of ITD/IPD were: 0/0,
2500/90,21000/180,21500/270, with positive values indi-
cating a lead to the right ear. These four combinations of
ITD/IPD produce trajectories of the cross-correlation pattern
that pass through an ITD of zero at 500 Hz. These ‘‘central’’
trajectories decreased in straightness as the magnitudes of the
ITD and the IPD were increased~i.e., the central trajectory

was the most straight for the 0/0 combination and the most
curved for the21500/270 combination!. It is important to
note that all four of these reference stimuli were perceived as
being at or near midline, independent of their bandwidth.
Thus, as intended, potentially conflicting effects resulting
from straightness and centrality~that do occur for other such
stimuli! were effectively avoided and the central trajectories
of the patterns of cross correlation for all four stimuli re-
mained dominant.

The stimuli were presented in a four-interval, two-cue,
two-alternative, temporal forced-choice task. Each trial con-
sisted of a warning interval~400 ms! and four observation
intervals separated by 300 ms. Intervals were marked by a
visual display on a computer monitor. The first and fourth
intervals contained a particular reference, depending on the
condition being tested. The increment in ITD to be detected
was imposed on the reference presented in either the second
or the third interval, with equala priori probability. The
remaining interval, like the first and fourth intervals, con-
tained a reference band of noise. Independent tokens of noise
were presented both within and across trials. The listeners
were instructed to respond according to which of the inter-
vals was ‘‘different,’’ and that a reliable cue for doing so
would be a rightward ‘‘shift’’ of the intracranial image.
Correct-answer feedback was provided after each response.

The magnitude of the increment in ITD was varied adap-
tively in order to estimate 70.7% correct~Levitt, 1971!. The
initial step size of the adaptive track was 2 dB~i.e., ITD was
increased or decreased by a factor of 1.58! and was reduced
to 1 dB ~a factor of 1.26! and to 0.5 dB~a factor of 1.12!
after two reversals occurred at each of the former step sizes.
A run was terminated after 12 reversals using the 0.5-dB step
size and estimates of threshold were calculated using the
average level of ITD across the last ten reversals. Final
thresholds were calculated by averaging four estimates of
threshold for each listener and for each stimulus condition.

The combinations of ITD/IPD were visited in the order:
0/0, 2500/90,21000/180,21500/270. Testing began with
stimuli that had a duration of 20 ms. For each combination of
ITD and IPD, one of the four bandwidths was chosen at
random and a pair of threshold ITDs was obtained. Next, a
new bandwidth was chosen at random and another pair of
threshold ITDs was obtained. This process was repeated until
all four bandwidths had been utilized. The process described
above was repeated with stimuli that had a duration of 100
ms. Then, a second pair of threshold ITDs was obtained as
described with the order of the reference ITD/IPD combina-
tions and the durations reversed. That is, the reference ITD/
IPD combinations and the two durations were visited in a
counterbalanced fashion. Finally, the process was repeated in
counterbalanced fashion as described above with the dura-
tion of the stimuli being 60 ms.

All stimuli were generated digitally with a sampling rate
of 20 kHz via a TDT array processor and PowerDac. All
bands of noise were essentially rectangular. They were con-
structed in the frequency domain by setting the magnitudes
of spectral components outside the nominal passband to zero
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before applying an inverse fast Fourier transform~FFT!. The
magnitudes of components within the passband had a Ray-
leigh distribution. Stimuli were low-pass filtered at 8.5 kHz
~TDT FLT2! and presented via TDH-39 earphones~mounted
in MX/41-AR cushions! to listeners seated in single-walled
IAC booths. The level of the stimuli was 65 dB SPL. Four
young adults with no evidence or history of hearing loss
served as listeners. The listeners received extensive practice
before the formal collection of data began.

B. Results and discussion

Figure 1 contains the threshold ITDs obtained when the
duration of the stimuli was 20 ms. The top portion of the
figure depicts the trajectories of the cross correlation for each
of the four reference stimuli. Note that the four types of lines
used to distinguish among the four reference stimuli are also
used in the lower portion of the figure. The four panels in the
lower portion of the figure contain the thresholds plotted as a
function of bandwith for each of the four listeners, respec-
tively. The parameter within each panel is the combination

of ITD and IPD that was imposed on the bands of noise that
served as the reference, against which increases of ITD were
to be discriminated.

In general, the results appear to be consistent with our
hypotheses. For all four listeners, the patterning of the ITD
thresholds, across bandwidth, shows poorer sensitivity as
greater and greater curvature is imposed on the dominant,
midline, trajectory. Note that, when the reference stimuli had
a bandwidth of 400 Hz, threshold ITDs increased monotoni-
cally as the combinations of ITD/IPD went from 0ms/0°~the
‘‘straight’’ condition! to 21500 ms/270° ~the maximally
‘‘curved’’ condition!. In contrast, when the bandwidth was
50 Hz, the differences among threshold ITDs across the four
reference stimuli were greatly reduced as compared to the
differences obtained when the bandwidth was 400 Hz. This
was true for all four listeners. We believe the differences
across bandwidth can be understood by noting that reducing
bandwidth from 400 to 50 Hz dramatically reduces the ef-
fective curvature by reducing the maximum amount of inter-
nal delay that is spanned by each trajectory. That is, with the
50-Hz-wide bands of noise, the patterns of cross correlation

FIG. 1. Lower portion: Threshold ITDs obtained with
the 20-ms-long stimuli plotted as a function of band-
width for each of the four listeners, respectively. The
parameter within each panel is the combination of ITD
and IPD that was imposed on the bands of noise that
served as the reference. Upper portion: Depiction of the
trajectories of the cross correlation for each of the four
reference stimuli.
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are not sufficiently extended across frequency to produce
enough curvature to affect performance differentially. Over-
all, the patterning of the data in Fig. 1 indicates that, as
curvature is reduced, threshold ITDs decrease, independent
of whether curvature was manipulated by changing the com-
bination of ITD and IPD or by limiting bandwidth.

The finding that threshold ITDsincreaseup to a band-
width of 400 Hz for the more curved reference stimuli~e.g.,
21500 ms/270°! is interesting and important. It provides
strong evidence that our listeners were unable to maximize
performance by simply restricting their processing to the
‘‘critical band’’ centered at 500 Hz, which appears to be
approximately 100 Hz wide. The finding that energy beyond
the nominal~monaural! critical bandwidth can have substan-
tial, deleterious, effects on binaural processing has been
found in a variety of binaural experiments~e.g., Bourbon,
1966; Gabriel and Colburn, 1981; Heller and Trahiotis,
1995!.

Essentially the same patterning of threshold ITDs was
obtained with stimuli having a duration of 60 ms~Fig. 2! and
100 ms~Fig. 3!. For these longer-duration stimuli, however,
the increases in threshold ITD produced by imposing in-

creasing amounts of curvature were uniformly smaller than
those observed for the 20-ms-long stimuli. In addition, the
values of the thresholds decreased with increasing duration.
Thus, as postulated in the Introduction, longer-duration
stimuli appear to foster such great sensitivity to changes in
ITD that the influences stemming from the variation of
straightness/curvature are attenuated or absent.

The data in Figs. 1, 2, and 3 were subjected to a three-
factor, within-subjects, analysis of variance. The error terms
for the main effects and for the interactions were the inter-
action of the particular main effect~or the particular interac-
tion! with the subject ‘‘factor’’ ~Keppel, 1973!. Consistent
with the evaluation of the data presented above, the main
effect of the type of reference stimulus employed was highly
significant @F(3,9)542.09, p,0.001], as was the interac-
tion of type of reference stimulus and bandwidth@F(9,27)
515.47,p,0.001]. These two outcomes, taken together, re-
flect the fact that the deleterious effects of increasing curva-
ture were larger for the stimuli having the larger bandwidths.
The main effect of bandwidth, however, was not significant
@F(3,9)53.49, p50.063]. This outcome was not unex-
pected because, depending upon the ITD/IPD combination

FIG. 2. Same as Fig. 1, but for the 60-ms-long refer-
ence stimuli.
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that characterized the reference stimulus, threshold ITDs
were expected to increase or decrease as bandwidth was in-
creased.

The main effect of duration was highly significant
@F(2,6)518.92,p50.003], but neither the interaction of du-
ration and type of reference stimulus@F(6,18)52.34, p
50.076] nor the interaction of duration and bandwidth
@F(6,18)51.17,p50.367] were significant. These statistical
outcomes reflect the general improvement of threshold ITDs
with duration, a common finding in prior experiments~e.g.,
Tobias and Zerlin, 1959; Houtgast and Plomp, 1968; Ricard
and Hafter, 1973!. The triple interaction of type of reference
stimulus, bandwidth, and duration was also significant
@F(18,54)52.05, p50.022]. The statistical significance of
the triple interaction validates the expectations described in
the Introduction. That is, threshold ITDs are poorest for
short-duration stimuli having dominant patterns of cross cor-
relation that are curved and having sufficient bandwidth so
that the curvature can be effective.

III. EXPERIMENT 2

Based on the results of experiment 1, we deemed it im-
portant to determine whether the binaural detection of tonal

signals would also be affected by the relative straightness/
curvature of bands of noise that serve as maskers. To that
end, we measured the detectability of 500-Hz, interaurally
out-of-phase~Sp!, tonal signals masked by bands of noise
having combinations of ITD/IPD of 0ms/0° and21500ms/
270°. Those are the combinations of ITD/IPD used in experi-
ment 1 that produced the straightest and the most curved
trajectories, respectively, at or near the midline.

The addition of the Sp signal to the masker produces a
broadening of the pattern of cross correlation at the outputs
of processing bands~e.g., critical bands, listening bands, au-
ditory filters! that contain both signal and masking noise.
The listener could detect the signal by monitoring changes in
the ‘‘breadth’’ of the pattern in the manner discussed re-
cently by Bernstein and Trahiotis~1997!. Such changes
would have to be discriminated against the overall breadth of
the cross-correlation pattern produced by the reference
stimuli in the absence of the signal. If this were so, then the
‘‘broadening’’ of the pattern produced by the addition of the
Sp signal would be easier to discern against the straight di-
otic reference stimulus than against the curved reference
stimulus.

FIG. 3. Same as Fig. 1, but for the 100-ms-long refer-
ence stimuli.
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A. Procedure

Detection of 500-Hz, Sp tones was measured in the
presence of masking noises having combinations of ITD/IPD
of either 0 ms/0° ~more commonly referred to as No! or
21500 ms/270° and bandwidths of either 50 or 400 Hz. In
order to measure masking-level differences, detection was
also measured with 500-Hz, interaurally in-phase~S0! tones
masked by diotic bands of noise~NoSo!. The duration of the
tonal signals was 20 ms~including 3-ms, cosine2, rise/decay
times! and the signals were temporally centered within the
maskers, which had a total duration of 26 ms~including
3-ms, cosine2, rise/decay times!. The overall level of the
maskers was 65 dB SPL.

Three new listeners, one male and two females, with no
evidence or history of hearing loss were recruited. They re-
ceived extensive practice before the formal collection of data
began. Thresholds were obtained using the same four-
interval, two-alternative, temporal forced-choice task used in
experiment 1. The level of the signal was varied adaptively
in order to estimate 70.7% correct~Levitt, 1971!. The initial
step size of the adaptive track was 4 dB and was reduced to
2 dB and to 1 dB after two reversals occurred at each of the
former step sizes. A run was terminated after 12 reversals
using the 1-dB step size and estimates of threshold were
calculated using the average level of the signal across the last
ten reversals. Final thresholds were calculated by averaging
four estimates of threshold for each listener and for each
stimulus condition. The bandwidths of the maskers were pre-
sented in a counterbalanced order across measurements of
threshold. Within each replication, individual combinations
of interaural time and interaural phase were presented in ran-
dom order.

B. Results and discussion

Figure 4 contains the average S/N~in dB! required for
detection, computed across the three listeners. The three left-
most bars represent the thresholds obtained when the band-
width of the masker was 50 Hz; the three right-most bars
represent the thresholds obtained when the bandwidth of the
masker was 400 Hz. Note that when the bandwidth of the
masker was 50 Hz, thresholds obtained in the NoSp condi-
tion were approximately 10 dB below those obtained in the
NoSo condition. This 10-dB release from masking is similar
to that reported earlier by Bernstein and Trahiotis~1997!,
who also utilized narrow-band, short-duration signals and
maskers. Imposing an ITD/IPD combination of21500 ms/
270° on the masker resulted in essentially the same threshold
as that obtained when the masker was diotic. This was ex-
pected because, as discussed above, the 50-Hz bandwidth of
the noise is not sufficiently wide so as to produce appreciable
curvature. The thresholds obtained with the 400-Hz-wide
maskers, however, appear to have been affected by curva-
ture. Note that the release from masking obtained in the
NoSp condition is about 11.5 dB, a value comparable to that
obtained with the 50-Hz-wide masker. In contrast, imposing
curvature led to an increase in threshold that resulted in a
reduction of about 6 dB of the release from masking.

In addition, the decrease in the release from masking

with the 400-Hz-wide masking noise is consistent with data
reported by Rabineret al. ~1966!, who employed a masker
with a spectrum extending from 100–1200 Hz. Rabineret al.
also measured detection thresholds for 500-Hz tonal signals.
The maskers contained ITDs of up to 9 ms and compensa-
tory IPDs, like ours, that negated the ITD at the frequency of
the signal. Relative to a diotic masker, Rabineret al. found
that an ITD/IPD combination of 1500ms/2270° reduced the
release from masking by about 3 dB. Unfortunately, to our
knowledge, there are no data for bandwidths between the
bandwidth of 400 Hz that we employed and the bandwidth of
1100 Hz employed by Rabineret al. Consequently, it is im-
possible to evaluate the dependence of the release from
masking on bandwidth in these conditions. Nevertheless, the
results from both studies are in qualitative agreement. The
differences among the detection thresholds observed in ex-
periment 2 are consistent with the differences in threshold
ITD observed in experiment 1. Thus, in both types of tasks,
it appears that listeners are adversely affected if a sufficient
degree of curvature of the pattern of cross correlation is im-
posed on the stimuli.1

IV. MODELING OF THE DATA

The overall patterning of the data obtained in both ex-
periments 1 and 2 was qualitatively in accord with our ex-
pectations in that the threshold ITDs and thresholds of detec-
tion depended upon the straightness/curvature of the patterns
of cross correlation produced by the reference stimuli. In this
section, we will discuss our attempts to account for the data
quantitatively. The threshold ITDs obtained in experiment 1
will be considered first.

The initial attempts to account for the threshold ITDs
utilized two different extensions of Stern and Colburn’s
~1978! ‘‘position-variable’’ model and were based on the

FIG. 4. The average S/N~in dB! required for detection, computed across the
three listeners. The three left-most bars represent the thresholds obtained
when the bandwidth of the masker was 50 Hz; the three right-most bars
represent the thresholds obtained when the bandwidth of the masker was
400 Hz. The standard error of the mean is indicated atop each bar. The
parameter of the plot is the particular combination of reference noise and
type of signal employed.
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notion that listeners use a change in laterality in order to
detect a change in ITD. The extensions, termed the
‘‘weighted-image’’ model~Sternet al., 1988! and the ‘‘ex-
tended’’ position-variable model~Stern and Trahiotis, 1992,
1998! reflect explicit attempts to incorporate effects on lat-
eralization stemming from straightness and curvature of the
patterns of cross correlation. The weighted-image model is a
black-box formulation. In this model, each trajectory of the
cross-correlation pattern is weighted by anad hoc function
that is approximately proportional to the reciprocal of the
variance of the internal delay spanned by that particular tra-
jectory. This weighting provides a quantitative measure of
the straightness of the trajectory. The extended position-
variable model assumes that the outputs of the elements giv-
ing rise to the internal representation of the pattern of cross
correlation are passed through a second level of processing.
Sets of inputs to the second layer of processing are assumed
to derive from first-level elements collectively tuned to a
range of center frequencies~CFs!, respectively, but tuned to
a common internal delay.

In order to obtain predictions of threshold ITDs from
both models, we first generated functions relating the lateral
positions of each of the reference stimuli as a function of
ITD. Then, the assumption was made that changes in ITD
are detected on the basis of changes in lateral position. Under
that assumption, the threshold ITD would be inversely pro-
portional to the slope of the function relating lateral position
to ITD, evaluated at the point representing the ITD applied to
the reference stimulus. At best, the predictions of threshold
ITDs from each of the models captured only the ordinal re-
lations among the behavioral data. At worst,~for the 21000
ms/180° reference stimulus! the predicted thresholds could
be up to an order of magnitude greater than the obtained
thresholds. The amount of variance accounted for was larger
for the predictions obtained from the extended position-
variable model than for the predictions obtained from the
weighted-image model. Still, the extended position-variable
model only managed to account for about 12% of the varia-
tion in the behavioral thresholds. The inability of these two
analyses, which use changes in lateralization to predict
threshold ITDs, was not completely unexpected. Stern and
Colburn~1978! had previously demonstrated that derivations
of threshold ITDs from the slope of the function relating
lateral position to ITD could lead to highly inflated predic-
tions for large values of reference ITD of their 500-Hz tones.

Subsequently, we decided to attempt to account for the
data by incorporating the token-to-token variation due to the
random fluctuations inherent in the bands of noise which
served as stimuli. We noted that the token-to-token variance
produced a variation of the position of the peaks of the cross-
correlation function that was proportional to the amount of
curvature that characterized the reference stimulus. It there-
fore seemed reasonable to assume that threshold ITDs would
vary directly with the token-to-token variation in the position
of the peak.

We implemented this idea within two separate models,
one based on an across-frequency averaging of the cross-
correlation surface~e.g., Shackletonet al., 1992; Akeroyd
and Summerfield, 2000! and the other based on the second

level of cross correlation used in the extended position-
variable model~Stern and Trahiotis, 1992!. The two models
are generally similar in terms of their peripheral stages of
processing but differ principally in the binaural operations
that are assumed. Nevertheless, it will be shown that both
models are able to account for the experimental data.

The peripheral stages of both models included bandpass
filtering, rectification, low-pass filtering, and compression.
All of those stages of processing have been utilized recently
to enable quantitative, correlation-based predictions of bin-
aural detection~e.g., Bernstein and Trahiotis, 1996a,b; Bern-
stein et al., 1999!. Each of 100 tokens of each of the four
types of reference noise was passed through a bank of gam-
matone filters~see Pattersonet al., 1995! and the outputs of
the filters were rectified, low-pass filtered, and subjected to
compression in the manner described by Bernsteinet al.
~1999!. In the across-frequency averaging model, the bank of
filters was composed of 20 filters having center frequencies
spanning the range from 100 to 1000 Hz, whereas in the
second-level model the bank of filters was composed of 19
filters having center frequencies spanning the range from
47.4 to 1690 Hz. In both instances the bandwidths of the
filters were as prescribed by Glasberg and Moore~1990! and
the center frequencies of the filters were spaced in terms of
their respective equivalent-rectangular bandwidths@i.e., ac-
cording to Glasberg and Moore’s~1990! ‘‘ERB’’ function #.
The minor changes in the center frequencies of the filters
used in the second-level model were made to foster the un-
derstanding and the interpretation of the ‘‘second-level’’
cross-correlation functions, as will be explained below.

The central, binaural, processing differed considerably
across the two models. In the across-frequency averaging
model, a cross correlogram~i.e., cross-correlation surface!
was constructed with values of delay~t! spanning the range
22000 to 2000ms in 50-ms steps. Then, an across-frequency
weighting was applied to the cross correlogram utilizing
Sternet al.’s ~1988! equation for the relative dominance of
binaural processing. This frequency weighting emphasized
the region surrounding 600 Hz or so~Bilsen and Raatgever,
1973!. Next, an across-frequency average of the weighted
cross correlogram was computed~Shackletonet al., 1992!
and the location of its most central peak was determined.
This model did not include any explicit weighting function
emphasizing activity at or very near midline, like the~differ-
ent! ones employed by Stern and his colleagues~e.g., Blauert
and Cobben, 1978; Stern and Colburn, 1978; Shackelton
et al., 1992; Stern and Shear, 1996!. Within this model,
token-to-token variation due to inherent random fluctuations
in the noise results in variations in the location of the most
central peak. The variability was quantified by computing the
standard deviation, across 100 tokens of each of the refer-
ence stimuli, of the location of the most central peak.

In the second-level model, the same initial cross corre-
logram used in the across-frequency averaging model was
constructed, but, in this model, the envelopes of the time-
varying outputs of each delay-by-frequency (t, f ) point
within the cross-correlation matrix were extracted using a
Hilbert transform. The second-level cross correlogram was
computed by multiplying together subsets of these enve-
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lopes. Each subset was defined by a common delay~t! and a
restricted range of frequency~f !. This range was 9 filters
wide, meaning that it extended 4 filters above and 4 filters
below the center frequency of the second-level element. Rep-
resenting the envelope at each point in the first-level cross
correlogram ase1(t,t, f ) and in the second-level cross cor-
relogram ase2(t,t, f ), wheret represents time,t represents
the internal delay, andf represents frequency, the multiplica-
tion of the envelopes can be characterized as

e2~ t,t, f !5e1~ t,t, f 24!3e1~ t,t, f 23!

3¯3e1~ t,t, f !3¯3e1~ t,t, f 13!

3e1~ t,t, f 14!.

Finally, each second-level envelope,e2(t,t, f ), was averaged
across the duration of the stimulus~t!, in order to arrive at a
single value at each point (t, f ) of the second-level cross
correlogram. The reason for choosing the span of the filter-
bank to be 47.4 to 1690 Hz was that this choice resulted in
filters having center frequencies that were spaced at 1-ERB
intervals with the filterbank being centered at 500 Hz. A
width of 9 filters~i.e., a width of 9 ERBs! was used because
we had observed that widths of 7, 9, and 11 filters~ERBs!
each resulted in predictions of lateralization that qualitatively
captured the variations in lateralization with bandwidth and
curvature described by Stern and Trahiotis~1992!.

The resulting second-level correlogram was then
weighted by Stern and Shear’s~1996! centrality function and
by Stern et al.’s ~1988! frequency-dominance function. In
order to calculate the position estimate for each stimulus, we
calculated the centroid of each frequency channel within the
second-level cross correlogram and then averaged those cen-
troids across frequency channels. Within this model, token-
to-token variation due to inherent random fluctuations in the
noise results in variations in the centroids and, therefore, in

the position estimate. This variability was quantified by us-
ing the standard deviation of the position estimates across
100 tokens of each of the reference stimuli.

Finally, for both models the predictions of threshold
ITD, averaged across listeners, for each stimulus condition
were made by assuming that the threshold ITD was linearly
related to the standard deviation. This was measured by de-
termining the linear equation for each model that simulta-
neously best fit~in the least-squares sense! all 48 of the
threshold ITDs obtained in the experiment~i.e., with four
types of reference stimuli, four bandwidths, and three dura-
tions!.

Figure 5 contains the average of the threshold ITDs pre-
sented previously in Figs. 1–3, along with the predictions
derived from the two models. The left column shows the
predictions for the across-frequency averaging model and the
right column shows the predictions for the second-level
model. Within each column, the three panels contain data
and predictions for stimulus durations of 20-, 60-, and 100
ms, respectively. The predictions for each reference stimulus
are represented as lines, with the symbols and lines in this
figure being consistent with those used in Figs. 1–3.

As can be seen, both models capture the important in-
teractions among the combination of ITD/IPD, bandwidth,
and duration. For the across-frequency averaging model, the
amount of variance accounted for was 76% for the 20-ms
stimuli, 82% for the 60-ms stimuli, and 85% for the 100-ms
stimuli. For the second-level model, the amount of variance
accounted for was generally slightly less, being 58% for the
20-ms stimuli, 78% for the 60-ms stimuli, and 78% for the
100-ms stimuli. In our opinion these differences in variance
accounted for are minor and should not detract from the fact
that the complex patterning within the sets of data is cap-
tured by both models. The quality of the fits is noteworthy
because the two models differed greatly in terms of the cen-

FIG. 5. ~A! Average of the threshold
ITDs presented in Figs. 1–3~symbols!
along with the predictions~lines! de-
rived from the across-frequency aver-
aging model described in Sec. IV of
the text. The three panels contain data
and predictions for stimulus durations
of 20-, 60-, and 100 ms, respectively.
The parameter within each plot is the
type of reference stimulus employed.
~B! Same as panel~A! with the excep-
tion that the predictions were derived
from the second-level model described
in Sec. IV of the text.
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tral, binaural processing, while differing only slightly in the
exact center frequencies specifying the peripheral filterbank.
We interpret this outcome as indicating that the primary fac-
tor determining the patterning of the threshold ITDs, as a
function of curvature, bandwidth and duration, is a stimulus-
based variability resulting from the random fluctuations in-
herent in narrow bands of noise.

When considering the ability of the models to predict the
data, it should be noted that a portion of the unexplained
variance in the data is the small decrease in threshold ITDs
found with the diotic reference stimulus as bandwidth was
increased. The location of the central peak of the cross-
correlation function in the across-frequency averaging model
and the position estimate in the second-level model do not
vary from token-to-token for a diotic noise, regardless of the
bandwidth. Therefore, both models predict that threshold
ITD for a diotic band of noise is independent of bandwidth.
Addressing this minor shortcoming is beyond the scope of
this investigation.

A second shortcoming of the models is that we were
unable to generate accurate predictions of the binaural detec-
tion data obtained in our second experiment. This became
evident during computer simulations using the across-
frequency averaging model while attempting to predict the
detection data. The decision variable was the change in the
standard deviation of the position of the central peak of the
cross-correlation function produced by the addition of the Sp
signal, in relation to the standard deviation of the position of
the central peak in the absence of the signal. Using this ap-
proach, we were unable to account for the interactive effects
in the data between the bandwidth of the masker and com-
binations of ITD and IPD. That is, the model did not capture
the effects on detection of imposing curvature on the masker.
Specifically, when the value of the decision statistic was cho-
sen such that the model could account for the differences in
Sp thresholds that were observed when the bandwidth of the
masker was 400 Hz, the model also predicted large differ-
ences in Sp thresholds for a bandwidth of 50 Hz. Such dif-
ferences were not observed in the data.

The detection data appear to be consistent, qualitatively,
with expectations based on the notion that the listener moni-
tors changes in the normalized correlation~i.e., the coeffi-
cient of correlation computed att50!. Consider that the
signal-to-noise ratio required to detect an Sp signal increases
with decreases in the interaural correlation of the masking
noise~e.g., Robinson and Jeffress, 1963!. In accord with this
finding, when we measured the interaural correlation of the
reference stimuli that served as maskers in our experiment,
we found an inverse relation between the interaural correla-
tion of the masker, which decreased as curvature increased,
and the level of the Sp signal required for detection. In ad-
dition, the differences in our masked thresholds, as a func-
tion of bandwidth, were in good qualitative agreement with
thresholds of detection measured by van der Heijden and
Trahiotis ~1998! as a joint function of the bandwidth of the
masker and its interaural correlation. Several attempts to ac-
count quantitatively for the detection data in terms of
changes in the interaural correlation produced by the addi-
tion of the Sp signal proved unsuccessful in the sense that

we could not discover a decision statistic~e.g., change in
correlation, change in correlation relative to the sampling
variability of the correlation!, that could simultaneously ac-
count for the data obtained with both bandwidths of the
masker. At this time, it appears that a study in which one
manipulates masker duration, masker bandwidth, masker
correlation, and the method by which the masker correlation
is achieved is necessary. Perhaps such a parametrically gen-
erated set of data would be rich enough to enable one to
formulate a successful quantitative account of how detection
performance varies as a function of the relative straightness/
curvature of the masker.

V. SUMMARY

We have presented data indicating that sensitivity to
changes in ITD depends upon the straightness/curvature of
the patterns of cross correlation of the stimuli. We found that
threshold ITDs are poorest for short-duration stimuli having
dominant patterns of cross correlation that are curved and
having sufficient bandwidth so that the curvature can be ef-
fective. The variations in threshold ITD are accounted for
quite well quantitatively by assuming that the listeners based
their judgments on either the position of the most central
peak of the cross-correlation function or the centroid of a set
of second-level cross-correlation functions. Binaural detec-
tion of tonal signals depended on the straightness/curvature
of the noises serving as maskers, but the data could not be
accounted for quantitatively.
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1We also measured thresholds of detection when the duration of the stimuli
was 300 ms. The thresholds did not differ in any systematic fashion~i.e.,
they overlapped! across the four types of reference stimuli employed in
experiment 1 as maskers. This outcome is consistent with how duration
affects the threshold ITDs measured in experiment 1. In addition, it rein-
forces the notion that one must minimize or preclude ‘‘floor effects’’~in
this instance, by employing stimuli of short duration! in order to be able to
observe the effects of straightness for low-frequency stimuli.
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This paper investigated the influence of stimulus uncertainty in binaural detection experiments and
the predictions of several binaural models for such conditions. Masked thresholds of a 500-Hz
sinusoid were measured in an NrSp condition for both running and frozen-noise maskers using a
three interval, forced-choice~3IFC! procedure. The nominal masker correlation varied between 0.64
and 1, and the bandwidth of the masker was either 10, 100, or 1000 Hz. The running-noise
thresholds were expected to be higher than the frozen-noise thresholds because of stimulus
uncertainty in the running-noise conditions. For an interaural correlation close to11, no difference
between frozen-noise and running-noise thresholds was expected for all values of the masker
bandwidth. These expectations were supported by the experimental data: for interaural correlations
less than 1.0, substantial differences between frozen and running-noise conditions were observed for
bandwidths of 10 and 100 Hz. Two additional conditions were tested to further investigate the
influence of stimulus uncertainty. In the first condition a different masker sample was chosen on
each trial, but the correlation of the masker was forced to a fixed value. In the second condition one
of two independent frozen-noise maskers was randomly chosen on each trial. Results from these
experiments emphasized the influence of stimulus uncertainty in binaural detection tasks: if the
degree of uncertainty in binaural cues was reduced, thresholds decreased towards thresholds in the
conditions without any stimulus uncertainty. In the analysis of the data, stimulus uncertainty was
expressed in terms of three theories of binaural processing: the interaural correlation, the EC theory,
and a model based on the processing of interaural intensity differences~IIDs! and interaural time
differences~ITDs!. This analysis revealed that none of the theories tested could quantitatively
account for the observed thresholds. In addition, it was found that, in conditions with stimulus
uncertainty, predictions based on correlation differ from those based on the EC theory. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1320472#

PACS numbers: 43.66.Pn, 43.66.Ba, 43.66.Dc@DWG#

I. INTRODUCTION

For a period of more than 50 years, the phenomenon of
the binaural masking level difference~BMLD ! has intrigued
psychoacousticians. It has been shown that the interaural cor-
relation of both the masker and the signal are important pa-
rameters influencing binaural detection thresholds. For ex-
ample, when a low-frequency out-of-phase sinusoid is added
to an in-phase broadband noise masker~NoSp condition!,
the threshold of audibility is up to 15 dB lower compared to
that for an in-phase sinusoidal signal~i.e., NoSo condition,
cf. Hirsh, 1948; Hafter and Carrier, 1969; Zurek and
Durlach, 1987!. If the signal has an interaural correlation of
11 and an out-of-phase masker is used~i.e., an NpSo con-
dition!, BMLDs of up to 12 dB are reported~Jeffresset al.,
1952, 1962; Breebaartet al., 1998!.

In experiments where the masker correlation was varied
between21 and11 using Sp signals, Robinson and Jeffress
~1963! found a monotonic increase in the BMLD with in-
creasing interaural correlation. Small reductions from11 of
the interaural masker correlation in an NrSp condition led to
a large decrease of the BMLD, while for smaller correla-

tions, the slope relating BMLDs to interaural correlation was
shallower. The stimuli used by Robinson and Jeffress~1963!
were composed by adding interaurally correlated noise with
an interaurally uncorrelated noise. The relative intensities of
both sources determined themeaninteraural correlation. The
consequence of this method for generating the stimuli is that
for the masking noise alone, the interaural cues~i.e., interau-
ral time- and intensity differences! fluctuate randomly.
Moreover, because finite-length masker samples are used,
the actual correlation within an observation interval can de-
viate considerably from the adjusted mean correlation. Thus,
in terms of binaural cues, the masker contains uncertainty.
The addition of the Sp signal results in a change in the mean
of the interaural cues but does not reduce the randomness of
the interaural cues.

Analogous to monaural conditions~Lutfi, 1990!, binau-
ral masking can be attributed to two different sources. The
first results from the limited resolution of the binaural audi-
tory system and has been termed energetic masking by Lutfi.
In models of binaural processing, this source of masking is
included as internal noise. For example, the EC theory sum-
marizes the internal errors of timing and amplitude represen-
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tation in the factork, which is directly related to the BMLD.
The second source of masking results from the uncertainty
associated with the trial-to-trial variation of the binaural cues
used to detect the signal~called informational masking by
Lutfi!. This source of masking has not, as far as we are
aware, been addressed explicitly so far in binaural models. In
standard MLD conditions like NoSp, the masker contains no
uncertainty in terms of binaural cues: the interaural correla-
tion is always exactly one, the energy of the difference signal
between right and left masker is zero, and the interaural dif-
ferences in time and intensity are always exactly zero.

Because it is well-known that the auditory system can
benefit from the presence of binaural cues in a detection task,
it is interesting to study the influence of uncertainty in these
cues and the extent to which uncertainty limits detection.
One of the possibilities to remove stimulus uncertainty is by
using frozennoise. Thresholds for frozen binaural maskers
would thus reflect the amount of energetic masking. The dif-
ference in detection performance between running noise and
frozen noise indicates the amount of informational masking
and this is the main topic of the present paper. Data will be
presented that were measured under conditions with and
without stimulus uncertainty. Three common theories for
binaural processing~the change in interaural correlation, the
EC theory and processing of interaural intensity differences,
or IIDs, and interaural time differences, or ITDs! will be
discussed for their ability to predict these data. We selected
these theories because they are often used to explain binaural
processing. In addition, they have been discussed recently
for their ability to predict the amount of energetic masking in
binaural conditions with non-Gaussian maskers~Breebaart
et al., 1999!. Because, as we stated above, stimulus uncer-
tainty has not been analyzed so far in terms of these models,
we provide such an analysis in the following section.

II. STIMULUS UNCERTAINTY

A. Interaural correlation

It is often assumed that a change in the interaural corre-
lation induced by adding a signal to a masker can be used as
a detection cue in binaural masking experiments. Various
mathematical details have been published treating changes in
the interaural correlation for different experimental para-
digms. For example, Domnitz and Colburn~1976! argued
that models based on interaural correlation and models based
on interaural differences yield similar predictions for NoSp
conditions with Gaussian noise. Breebaartet al. ~1999! pre-
sented data with non-Gaussian noise maskers for which this
close correspondence between the change in the cross corre-
lation and the size of the interaural differences is no longer
found. Durlachet al. ~1986! determined an analytical expres-
sion for the interaural correlation in an NoSp condition.
Analytical expressions for the interaural waveform correla-
tion and the interaural envelope correlation were derived by
van de Par and Kohlrausch~1995! for NoSp and later also
for NoSm~van de Par and Kohlrausch, 1998!. Bernstein and
Trahiotis~1996! showed that for NoSp stimuli, the interaural
correlation of the stimuli after peripheral preprocessing did
account for their NoSo vs NoSp discrimination results for a

wide range of center frequencies. Because this correlation
approach is widely accepted, we will discuss stimulus uncer-
tainty first in terms of this concept.

An interaurally partially correlated noise can be gener-
ated by adding an interaurally correlated noise@N0(t)# and
an interaurally out-of-phase noise@Np(t)#. In the following
we assume that these two independent noise sources have the
same rms value. To end up with a long-term normalized
interaural correlation ofr, the left-ear signal L(t) and the
right-ear signal R(t) are combined as follows:

L~ t !5 1
2&A11rN0~ t !1 1

2&A12rNp~ t !,
~1!

R~ t !5 1
2&A11rN0~ t !2 1

2&A12rNp~ t !.

Because bothN0 andNp stem from random processes,
the short-term energy estimates~i.e., integrated over one in-
terval in a 3IFC task! of N0 and Np , E0 and Ep , respec-
tively, can deviate substantially from their expected~i.e.,
long-term! values provided that the product of time and
bandwidth is small. Furthermore, the samples taken from the
two noise sources can be partially correlated. Fluctuation of
the short-term estimate of the noise energy leads to a vari-
ability in the interaural correlation for a finite-length noise
interval @see the Appendix, Eq.~A2!, and Gabriel and Col-
burn, 1981; Richards, 1987#. The interaural correlation of a
finite sample will be referred to aseffective correlation, reff ,
while the mean interaural correlation~i.e., the expected value
of reff! will be referred to asreference correlation, r.

We determined the probability distribution for the inter-
aural correlation for an NrSp condition as a function of the
signal-to-noise ratio, the bandwidth, and the duration of the
masker. From the mathematical expressions for the effective
correlation probability distribution as given in the Appendix,
we found that three important factors affect the distribution
for the effective correlation.

Bandwidth and duration of the noise. With increasing
duration and bandwidth, the variance of the effective corre-
lation, reff , will decrease as a result of the decreasing vari-
ances ofE0 andEp ~see the Appendix!.

The reference correlation. For a reference correlation of
11 ~and 21!, there is no correlation uncertainty, and the
effective correlation will always be11 ~21!. On the other
hand, for reference correlations between21 and 11, the
effective correlation will follow a distribution rather than
have a fixed value. For a reference correlation close to zero,
the width of the effective correlation distribution will be wid-
est ~i.e., the correlation uncertainty is maximum!.

The presence or absence of the signal. The addition of
an Sp signal results in a shift of the mean interaural corre-
lation towards21.

To demonstrate the effect of these properties upon the
correlation uncertainty, probability density function~PDFs!
for a 300-ms noise and three different combinations of ref-
erence correlation and noise bandwidth are shown in Fig. 1.
Each panel shows two distributions, one for the noise alone
~solid line! and one for noise plus signal~dashed line!. The
signal had a duration of 200 ms, was temporally centered in
the noise, and had a level of 10 dB below the masker level
~i.e., S/N5210 dB!. It is clear that thewidth of the PDF
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decreases with increasing bandwidth~10 Hz in the left panel,
100 Hz in the middle and right panels! and with increasing
correlation~0.9 in the left and middle panels, 0.8 in the right
panel!, indicating less correlation uncertainty. Furthermore,
the peak of the curve migrates towards higher correlation
values for decreasing bandwidth. This results from the fact
that the interaural correlation is a nonlinear function of the
noise energiesEp andEo . If the mean interaural correlation
is set to 0.9 and the bandwidth is 10 Hz, it can be observed
in the left panel of Fig. 1 that there is a finite probability for
correlation values to be smaller than 0.8, a value that differs
by more than 0.1 from the mean interaural correlation. This
property is highly asymmetric; correlations higher than11
cannot occur. If, despite this asymmetric property, the mean
correlation is 0.9, the peak of the curve must occur at a
correlation greater than 0.9.

The addition of the Sp signal results in a shift of the
curves towards lower correlation values. Furthermore, the
distributions show a small increase in their widths. In the left
panel~10-Hz bandwidth!, the shift of the curve is small com-
pared to the width of the distributions. Thus, from a signal-
detection point of view, it is likely that at this signal-to-
masker ratio, interaural correlation uncertainty can influence
the detection performance. For a bandwidth of 100 Hz and a
reference correlation of 0.9~middle panel!, the curves for
masker alone and masker plus signal show a smaller overlap.
If the reference correlation is reduced to 0.8~right panel!, the
amount of overlap is increased. We can conclude that both
the bandwidth and the reference correlation of the noise have
a strong effect on the detectability of the signal in terms of
interaural correlation. If human observers indeed use the in-
teraural correlation as a decision variable, thresholds should
depend on the stimulus parameters that determine the
amount of correlation uncertainty.

In fact, experimental data from Gabriel Colburn~1981!
and van der Heijden and Trahiotis~1998! confirm this hy-
pothesis. Gabriel and Colburn~1981! found that if the band-
width of a noise stimulus is increased from 5 to 1000 Hz, the
interaural correlation just noticeable difference~jnd! for a

reference correlation of 0 decreases by a factor of 2. More-
over, the change in the correlation jnd was largest for band-
width below the critical bandwidth. For masker bandwidths
beyond the critical bandwidth, the correlation jnd did not
change by a large amount. This might indicate that the inter-
nal interaural correlation is evaluated after filtering in the
periphery of the auditory system. For a reference correlation
of 11, the correlation jnd remained approximately constant
for bandwidths up to the critical bandwidth. However, an
increase in the correlation jnd was observed when the band-
width was increased well beyond this value. Although criti-
cal band filtering seems to play a role under these conditions,
this increase in thresholds is not yet understood. The data
obtained by van der Heijden and Trahiotis~1998! showed
that the correlation dependence of thresholds is much stron-
ger at narrow bandwidth~3 Hz! than at large bandwidth~900
Hz!. This corresponds to the notion that correlation uncer-
tainty influences detection, because the probability density
function for the correlation is wider at narrow bandwidths
~see Fig. 1!.

The consequences of the use of frozen noise upon cor-
relation uncertainty are very simple. If exactly the same
noise waveform is used in each trial and each token of a
multiple-interval, forced-choice procedure, there is no uncer-
tainty in the masker interval; the interaural correlation al-
ways has the same value. The addition of the Sp signal re-
sults in a deviation from this fixed value. The actual value
depends on the signal-to-noise ratio: a higher signal level
results in a lower correlation.

B. The EC theory

Durlach’s EC theory~Durlach, 1963! is another well-
known theory to account for BMLDs. According to this
theory the waveforms which arrive at both ears are modified
by an interaural time delay and an interaural level adjustment
in such a way that the masker waveforms are equalized~the
E process!. This process is performed imperfectly as a result
of internal errors. Subsequently, the stimulus in one ear is

FIG. 1. Probability density functions for the effective interaural correlation. The left panel corresponds to a bandwidth of 10 Hz and a reference correlation
of 0.9. For the middle and right panels, these parameters were 100 Hz, 0.9 and 100 Hz, 0.8, respectively. The solid lines represent a 300-ms masker alone;
the dashed lines represent a 300-ms masker with a 200-ms Sp signal. The distributions were calculated for the complete 300-ms interval. The signal-to-masker
ratio was210 dB.
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subtracted from the stimulus in the other ear~cancellation, or
C process!. In binaural conditions, this process often leads to
an improvement of the signal-to-masker ratio and hence to
the prediction of a positive BMLD. In an NrSp condition no
equalization is available that yields a signal-to-masker ratio
improvement. Hence, the improvement in signal-to-masker
ratio is obtained by calculating the amount of masker energy
that is removed by the cancellation process. From Eq.~1!, it
can be seen that the common part of the masking noise will
be removed and that theNp masker portion remains. Thus,
the amount of stimulus energy that remains after the EC-
process equals1

EEC52~12r!Ep14ES , ~2!

whereES denotes the signal energy andEEC is the energy of
the difference signal between the left and right ears. The use
of the difference energy as a decision variable was also sug-
gested by Breebaartet al. ~1999! for NoSp stimuli with non-
Gaussian maskers. If no signal is present,ES is simply zero.
Assuming thatEEC is used as a decision variable, stimulus
uncertainty will influence the detection task becauseEp is a
random variable with a certain mean and standard deviation.
Equations~A4! to ~A6! in the Appendix give a description of
the variability ofEp . A graphical representation of this de-
scription is shown in Fig. 2. The format is the same as in Fig.
1; the left and middle panels correspond to a reference cor-
relation of 0.9, the right panel to 0.8. The bandwidth of the
noise is 10 Hz in the left panel and 100 Hz in the other
panels. Each panel contains two curves; the solid lines rep-
resent the PDF forEEC for a masker alone, the dashed lines
for masker plus signal. For simplicity it is assumed that the
rms value of the noise sources equals 1~arbitrary units! and
the signal-to-masker ratio is210 dB. The masker had a du-
ration of 300 ms. The curves in Fig. 2 show a similar behav-
ior as in Fig. 1; a wider bandwidth or a higher reference
correlation results in a narrower distribution ofEEC, and
hence a better detectability of the signal.

If a frozen-noise sample is used,Ep has a fixed value.
Hence, no uncertainty in terms of the EC theory is present in

the stimulus~the power of the difference signal is frozen!
and the only limitation for detection is internal noise.

C. Interaural differences in time and intensity

The interaural differences~IIDs and ITDs! present in an
interaurally partially correlated noise fluctuate as a function
of time. In a running-noise condition, the random fluctua-
tions can be described in terms of a probability distribution.
We determined these probability distributions by computing
a partially correlated noise in the digital domain of sufficient
duration ~3 s at a sample rate of 32 kHz!. After a Hilbert
transform of the left and right signals, the interaural intensity
differences and interaural time differences were obtained.
From these differences, histograms were computed which are
~close! approximations of the PDFs of the IIDs and ITDs.
This procedure was repeated for masker plus signal for a
signal-to-masker ratio of210 dB. The results are shown in
Fig. 3. The format is the same as Figs. 1 and 2. The left
panels correspond to a masker bandwidth of 10 Hz and a
reference correlation of 0.9; the middle panels to a band-
width of 100 Hz and a correlation of 0.9, and the right panels
to a bandwidth of 100 Hz and a reference correlation of 0.8.
The solid lines represent distributions for the maskers alone,
the dashed lines for masker plus signal. The upper panels
represent the interaural phase differences~IPD!; the lower
panels represent the IIDs.

The following facts can be observed in Fig. 3. First, if
we compare the middle panels to the left panels~i.e., the
effect of bandwidth!, no difference is observed. Thus, the
width of the PDF for the interaural differences does not de-
pend on the bandwidth and the range of variation of the IIDs
and ITDs does not change systematically with bandwidth.
The rate of variation does, however, increase if the band-
width is increased. This property is important for our hypoth-
esis about stimulus uncertainty. It if often assumed that the
binaural auditory system is sluggish in processing binaural
cues~cf. Grantham and Wightman, 1978, 1979; Grantham,
1984; Kollmeier and Gilkey, 1990; Culling and Summer-
field, 1998!. Thus, because the amount of uncertainty isnot

FIG. 2. Probability density functions forEEC ~see the text! for different values of the reference correlation and the masker bandwidth. The format is the same
as in Fig. 1.
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changed by the masker bandwidth, it is expected that thresh-
olds will increasewith increasing bandwidth as a result of
the increase in the rate of fluctuation of the IIDs and ITDs.
This is in contrast to the expectations based on the EC theory
or models based on interaural correlation; these models pre-
dict a decreasewith increasing bandwidth.

The solid line in the right panel of Fig. 3 demonstrates
that a decreasing interaural correlation results in an increase
in the width of the PDF, a similar effect as observed in the
curves for the correlation and the EC theory. The addition of
the signal has a different effect on the PDFs compared to the
two other models discussed in this paper. Instead of a shift of
the mean, an increase in the width of the distribution is ob-
served. This property makes it more difficult to analyze these
PDFs in terms of detectability. Nevertheless, the observation
that a change in the bandwidth results in different expecta-
tions for the three theories makes it valuable also to discuss
our data in terms of IIDs and ITDs.

III. EXPERIMENT I

A. Procedure and stimuli

A three-interval, forced-choice procedure with adaptive
signal-level adjustment was used to determine masked
thresholds. Three masker intervals of 300-ms duration were
separated by pauses of 300 ms. A signal of 200-ms duration

was added to the temporal center of one of the masker inter-
vals. Feedback was provided after each response of the sub-
ject.

The signal level was adjusted according to a two-down,
one-up rule~Levitt, 1971!, tracking the 70.7% correct score
within a 3IFC paradigm. This corresponds tod851.26. The
initial step size for adjusting the level was 8 dB. The step
size was halved after every second track reversal until it
reached 1 dB. The run was then continued for another eight
reversals. The median level at these last eight reversals was
used as the threshold value. At least three threshold values
were obtained for each parameter value and subject. All
stimuli were generated digitally and converted to analog sig-
nals with a two-channel, 16-bit D/A converter at a sampling
rate of 32 kHz. The stimuli were presented over Beyer Dy-
namic DT990 headphones.

The 300-ms masker samples were obtained by adding
interaurally in-phase noise and interaurally out-of-phase
noise with the appropriate weighting factors@Eq. ~1!#. For
running-noise conditions, the noise samples for each interval
were obtained by randomly selecting 300-ms segments from
a two-channel, 2000-ms bandpass-noise buffer. The 2000-ms
noise buffer was created in the frequency domain by select-
ing the desired frequency range from the Fourier transforms
of two independent 2000-ms broadband Gaussian noises. Af-
ter an inverse Fourier transform, and combination of the two

FIG. 3. Probability density functions for the IPD~upper panels! and IID ~lower panels! in the same format as Figs. 1 and 2.
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noise signals according to Eq.~1!, the two-channel~for the
left and right ears! bandlimited noise buffer with the speci-
fied reference correlation was obtained. It is important to
note that the specified reference correlation is the correlation
of the 2000-ms noise buffer. The correlations of shorter seg-
ments~like the 300-ms noise segments used in the running-
noise experiments! will in general deviate from this exact
value ~see Fig. 1!.

For frozen-noise conditions, only one fixed 300-ms
noise sample was used for which the interaural correlation
was equal to the reference correlation.2 This noise sample
was generated by adding two independent bandlimited noise
samples of 300 ms with afixedrms value. These bandlimited
noise samples were generated in the same way as the noise
buffers for random-noise conditions followed by a normal-
ization of their rms values. The partially correlated noise was
then generated by combining the noises according to Eq.~1!.
The same noise sample was used during one run. To exclude
the possibility that the frozen-noise thresholds would depend
on the specific waveform of the token, a different frozen-
noise sample was used for each run, and the mean threshold

from these runs was used as threshold value. All noise
maskers were presented at an overall level of 65 dB SPL.

The 200-ms signals were interaurally out-of-phase sinu-
soids with a frequency of 500 Hz. In order to avoid spectral
splatter, the signals and the maskers were gated with 50-ms
raised-cosine ramps. Thresholds are expressed as the means
of at least three repetitions per condition and subject. Binau-
ral masked thresholds were measured for NrSp conditions,
where the bandwidth of the noise was either 10, 100, or 1000
Hz. The center frequency of the noise masker was always
500 Hz. Reference correlations ofr51, 0.98, 0.96, 0.93,
0.87, 0.81, and 0.64 were used. In addition, NoSo thresholds
were also obtained. Three well-trained subjects with normal
hearing participated in the experiments.

B. Results

The experimental data are shown in Fig. 4 as a function
of the reference correlation. The bottom-right panel shows
the mean thresholds, while the other panels show individual
thresholds for the three subjects. The squares correspond to a

FIG. 4. Binaural masked thresholds as a function of the reference correlation. The bottom-right panel shows the mean thresholds; the other panels show
individual thresholds for three subjects. The squares correspond to a masker bandwidth of 10 Hz, the upward triangles to 100 Hz, and the downward triangles
to 1000 Hz. The open symbols represent running-noise conditions; the filled symbols represent frozen-noise conditions. The isolated symbols represent NoSo
reference data. Error bars denote the standard error of the mean. The masker level for all three bandwidths was 65 dB.
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masker bandwidth of 10 Hz, the upward triangles correspond
to 100 Hz, and the downward triangles to 1000 Hz. The open
symbols represent running-noise conditions; the filled sym-
bols represent frozen-noise conditions. The NoSo thresholds
are plotted in the upper-right corners of each panel. The error
bars denote the standard error of the mean.

For both running- and frozen-noise conditions, the
NrSp thresholds increase with decreasing reference correla-
tion. This increase is strongest for the 10-Hz running-noise
masker, which increases by 18.8 dB if the correlation is de-
creased from11 to 0.64. For the 100-Hz-wide and 1000-Hz-
wide running-noise conditions, the increase amounts to 15.5
and 10 dB, respectively. These values are in good agreement
with data from van der Heijden and Trahiotis~1998!. For
frozen-noise maskers, the increase amounts to 12, 13.3, and
9.2 dB, for the 10-, 100-, and 1000-Hz-wide conditions, re-
spectively.

The thresholds for frozen and running-noise maskers are
approximately equal for a reference correlation of11, while
for decreasing reference correlations, the difference between
frozen and running-noise maskers increases, especially for
the narrow-band conditions. The reference correlations at
which frozen and running-noise thresholds become different
are 0.98 for a bandwidth of 10 Hz and 0.93 for a bandwidth
of 100 Hz. As interaural correlation decreases the differences
between running- and frozen-noise conditions reach 7 dB for
the 10-Hz-wide masker, and 4 dB for the 100-Hz-wide con-
dition. For the 1000-Hz-wide maskers, the thresholds for
running and frozen noise are very similar.

The differences between the 100-Hz and 1000-Hz con-
ditions vary considerably across reference correlations, both
for running and frozen-noise conditions. For running noise,
the difference in thresholds amounts to 9 dB for a reference
correlation of11 and increases up to a value of 14 dB for a
reference correlation of 0.64. For frozen noise, these values
are 10.6 and 13.3 dB, respectively. Because the overall
masker level was kept constant, a difference of about 10 dB
between 100-Hz and 1000-Hz thresholds would correspond
to a constant signal-to-noise ratio at the output of an auditory
filter with a bandwidth of 78 Hz@1 equivalent rectangular
bandwidth~ERB! at 500 Hz, Glasberg and Moore, 1990#.

The NoSo thresholds forrunningnoise show a decrease
with increasing masker bandwidth. The signal-to-noise ratio
decreases from14 dB at 10 Hz to 0 dB at 100 Hz and finally
to 211 dB at 1000 Hz, very similar to experimental data
from van de Par and Kohlrausch~1997, 1999!. In contrast,
for frozennoise, the NoSo thresholds are very similar for the
10- and 100-Hz bandwidth (S/N522 dB), while for the
1000-Hz bandwidth, the threshold is 10 dB lower. In general,
the relation between running- and frozen-noise thresholds in
the NoSo condition equals that for NrSp with r,0.95. For
the smallest reference correlation~i.e.,r50.64!, the running-
noise BMLD for a bandwidth of 10 and 100 Hz is almost
zero ~except for subject JB, who has a BMLD of 5 dB for
this condition!. For the 1000-Hz-wide condition, the BMLD
is 6 dB forr50.64, consistent with data from Robinson and
Jeffress~1963!.

C. Discussion

Following our hypothesis that stimulus uncertainty in-
fluences NrSp thresholds, the difference between frozen and
running-noise conditions should be larger at lower reference
correlations, as a result of the fact that stimulus uncertainty
increases with decreasing correlation. In addition, frozen-
and running-noise thresholds should be equal for a reference
correlation of11, because no uncertainty in terms of binau-
ral cues is present in the masker intervals. These effects are
clearly visible in our data~Fig. 4! for the bandwidths of 10
and 100 Hz. For a bandwidth of 1000 Hz, there is almost no
difference between the running and frozen-noise conditions
for all values of the reference correlation. This suggests that
for this value of the masker bandwidth, stimulus uncertainty
does not influence the detection of the signal and the thresh-
olds are limited by internal noise~similar to the frozen-noise
data!. Interestingly, the data that are limited by internal er-
rors also show a dependence on the masker correlation. This
implies that the net effect of the internal noise must be larger
for smaller interaural correlations. One possibility to imple-
ment this property in a quantitative binaural model is given
in Breebaartet al. ~2001!.

For the quantitative analysis of our data in terms of the
binaural models described in Sec. II, we will concentrate on
those conditions where, presumably, external variability is
dominant over internal noise. In terms of the terminology
used by Lutfi~1990!, we are interested in conditions with a
substantial amount of informational masking. As a measure
for this we take the difference between running- and frozen-
noise thresholds. Substantial differences are observed for a
10-Hz-wide masker and reference correlations at or below
0.98, and for a 100-Hz-wide masker at or below 0.93. For the
1000-Hz data, the difference is small at all correlation values
and those data are therefore not included in the analysis.

The influence of external variability in the binaural data
is stronger at 10 Hz than at 100-Hz bandwidth. This supports
the expectations based on the EC theory and on correlation
uncertainty, because both models predict a stronger differ-
ence between frozen and running noise at narrower band-
widths. The data are, however, not in line with the expecta-
tions based on the evaluation of IID and ITD cues. The
distributions of these cues do not depend on the bandwidth,
and hence no effect is expected if uncertainty is considered.
Including the effect of binaural sluggishness, this should lead
to an increase in threshold with an increase in masker band-
width. This, however, is not found in the data, which show a
decrease of the running-noise thresholds with increasing
bandwidth.

In order to verify the hypotheses based on the EC theory
and the interaural correlation quantitatively, we computed
the detectability of the running-noise thresholds shown in
Fig. 4 based on the two models for those conditions in which
detection is apparently limited by stimulus uncertainty~i.e.,
r<0.98 at 10-Hz bandwidth andr<0.93 at 100-Hz band-
width!. For the interaural correlation, the detectability was
calculated using the distribution of the interaural correlation
expressed in terms of Fisher’sZ ~see the Appendix!. The
rationale for the transformation from correlation toZ lies in
the fact that the correlation probability does not have a
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Gaussian distribution, while Fisher’sZ does have an approxi-
mately Gaussian distribution. For both the masker alone and
the masker plus test signal at threshold, the probability dis-
tributions forZ were computed and from these distributions,
the sensitivity indexd8 was calculated. For the sinusoidal
signals, a length of 200 ms including 50-ms ramps was used
to calculate the change in correlation. For the masker-alone
correlation interval, a duration of 200 ms was assumed, be-
cause this corresponds to the signal length and hence the
duration from which the binaural system can extract useful
information concerning interaural correlation changes. Pe-
ripheral preprocessing was simulated by first filtering the sig-
nals with a fourth-order gammatone filter with a center fre-
quency of 500 Hz and a bandwidth of 78 Hz~cf. Glasberg
and Moore, 1990!. The values ford8 are shown in Fig. 5.

The squares denote the 10-Hz masker condition and the
upward triangles the 100-Hz condition. Clearly, most values
of d8 are higher than the theoretical value of 1.26 that results
from the applied procedure. The values ofd8 across refer-
ence correlations are relatively constant for 10-Hz bandwidth
and increase systematically towards high reference correla-
tions for 100-Hz bandwidth. Only the 10-Hz condition shows
a fair agreement withd8 in terms of the correlation uncer-
tainty. From this simulation it appears that the correlation
uncertainty is a valid statistic only for the 10-Hz-wide con-
dition.

The large values ofd8 for the 100-Hz-wide conditions
may indicate that, in the processing of these stimuli in the
auditory system, information is lost. An optimal detector,
basing its decision on the correlation change within the 200
ms of signal duration, would perform much better than the
subjects, given the high values ofd8 for correlation discrimi-
nation. Such a loss of information might be caused by the
fact that the subjects are not able to process the whole stimu-
lus but extract a decision variable based on a shorter part of
the sample.

Another possibility is that the correlation hypothesis is
not correct and that detection behavior can be better de-
scribed by another statistic, for example based on the EC
theory. Equation~2! gives the relation between the decision
variable EEC and the source of stimulus uncertainty,Ep .

With the help of Eqs.~A4! to ~A6! and~A18! in the Appen-
dix, the detectability index in terms ofEEC can be deter-
mined for the conditions limited by stimulus uncertainty.
These indices are shown in Fig. 6, in the same format as in
Fig. 5.

All values for d8 in terms ofEEC are much higher than
the theoretical value of 1.26. This indicates thatEEC is not a
valid descriptor for the influence of stimulus variability.

An important remark can be made if the values ford8
are compared for the correlation~Fig. 5! and the EC theory
~Fig. 6!. The values are completely different for these theo-
ries, the latter being much higher. This observation is par-
ticularly of interest given the analysis of Green~1992!. He
stated that a correlation model leads to identical predictions
as an EC model in an NoSo vs NoSp discrimination para-
digm. Figures 5 and 6 show that this conclusion is not valid
for conditions that are dominated by stimulus uncertainty.

In summary, both the 10-Hz-wide and the 100-Hz-wide
conditions show large differences between the running and
frozen-noise conditions, indicating that stimulus uncertainty
dominates the detection process. This effect is smaller at 100
Hz than at 10-Hz bandwidth. The thresholds decrease with
an increase in masker bandwidth in the running-noise condi-
tions, which is not in line with expectations based on the
processing of IID and ITD cues. An uncertainty analysis in
terms of the EC theory revealed that an EC process fails to
account for the thresholds found in the running-noise condi-
tions.

The only close match between experimental data and
predictions was found for the 10-Hz-wide conditions based
on the interaural cross correlation. If one assumes that stimu-
lus uncertainty limits the detection and the correlation is a
valid statistic for describing thresholds, the psychometric
function for an NrSp condition as a function of the signal
level can be predicted. To study to what extent this is true, a
second experiment was performed, where predicted and mea-
sured psychometric functions were compared.

IV. EXPERIMENT II

A. Procedure and stimuli

In order to further examine the role of stimulus uncer-
tainty in an NrSp condition, we determined the psychomet-

FIG. 5. Detectability indexd8 in terms of interaural correlation for the
running-noise NrSp conditions as a function of the reference correlation.
The squares denote the 10-Hz-wide condition and the upward triangles the
100-Hz-wide condition.

FIG. 6. Detectability indexd8 in terms ofEEC for the running-noise NrSp
conditions as a function of the reference correlation. The squares denote the
10-Hz-wide condition and the upward triangles the 100-Hz-wide condition.
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ric functions for running-noise conditions at bandwidths of
10 and 100 Hz for reference correlations of 0.98, 0.96, and
0.87. Proportions correct were determined in a 2IFC proce-
dure with 50 trials per condition by 3 subjects. The genera-
tion of the stimuli and the method of presentation to the
subjects were similar to the method described in experiment
I. The signal levels used to determine the subjects’ perfor-
mance were 46 to 66 dB SPL at 10-Hz bandwidth and 42 to
62 dB SPL at 100-Hz bandwidth with a step size of 2 dB.

B. Results

The proportions correct for the NrSp condition as a
function of the signal level are shown in Fig. 7 for a masker
bandwidth of 10 Hz and in Fig. 8 for a bandwidth of 100 Hz.
The different symbols denote different subjects. The upper-
left panel represents data forr50.98, the upper-right panel
for r50.96, and the lower panel forr50.87. The data show
an increase in the proportion of correct responses from 0.5 to
1 if the signal level is increased from 45 to 65 dB SPL at
10-Hz bandwidth and from 40 to 60 dB SPL at 100-Hz band-
width. The solid lines represent the proportions correct based
on the correlation probability density functions.

We calculated the predicted proportions correct as a
function of the signal level based on the sensitivity index
(d8) determined from the correlation uncertainty. The values
for d8 were converted to proportions correct~p! by comput-
ing the area under the normal curve up tod8/& ~see Green
and Swets, 1966!:

p5E
2`

d8/& 1

A2p
e2x2/2dx. ~3!

The predicted proportions correct are shown by the solid
lines in Figs. 7 and 8. For a bandwidth of 10 Hz, the curves
lie on top, close to the subjects’ responses, indicating that the
data can quite accurately be described~especially for the
subject denoted by ‘‘x’’! by the stimulus uncertainty in the
interaural correlation. However, at 100-Hz bandwidth, the
subjects perform worse than the predictions based on the
correlation uncertainty. This indicates that correlation uncer-
tainty is not a valid descriptor for the 100-Hz data.

C. Discussion

Because of the close correspondence between the pre-
dicted and observed psychometric functions for the 10-Hz-

FIG. 7. Proportions correct as a function of the signal level for a running-noise NrSp condition forr50.98 ~upper-left panel!, r50.96 ~upper-right panel!,
and r50.87 ~lower-left panel!. The different symbols represent different subjects. The bandwidth of the masker was 10 Hz. The solid line represents the
predictions according to a correlation-uncertainty model~see the text!.
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wide maskers, it is likely that stimulus uncertainty limits the
detection and that this uncertainty expressed in terms of the
interaural correlation is a valid way to predict thresholds. For
the 100-Hz condition, however, such an analysis overesti-
mates the performance of the subjects.

We want to emphasize that although the interaural cor-
relation is a valid detection statistic indescribingthe 10-Hz-
wide running-noise conditions, this does not prove that ob-
serves indeed use this particular measure. We have shown,
however, that stimulus uncertainty can play an important role
in binaural detection paradigms. To further investigate the
role of the interaural correlation as a detection statistic and
the role of stimulus uncertainty, we performed a third experi-
ment. This experiment is a compromise between the running-
noise condition ~i.e., with stimulus uncertainty! and the
frozen-noise condition~i.e., absolutely no stimulus uncer-
tainty!. Two conditions were tested, which we refer to as
‘‘fixed-r’’ and ‘‘interleaved.’’

V. EXPERIMENT III

A. Procedure and stimuli

The following experimental paradigms were used:

~1! Fixed-r. In this condition, each trial consisted of three
intervals which contained exactly the same noise sample.

To one of these noise samples, the signal was added. For
each trial, a different noise sample was calculated ac-
cording to the frozen-noise algorithm described in Sec.
III A. This implies that both the interaural correlation
and the power of the interaural difference signal was
fixed across all intervals of a run, but each noise sample
was a different realization under the above constraints.
Thus, across trials, the waveforms arriving at both ears
were totally different, but the interaural correlation and
the power of the interaural difference signal of the
masker was fixed.

~2! Interleaved. Similar to the fixed-r condition, each trial
consisted of three identical masker intervals, and again
one interval contained the signal. However, the number
of masker realizations was reduced to two. Thus, two
frozen-noise samples were calculated as described in
Sec. III A. For each trial, one of these realizations was
chosen at random and used as the masker in all three
intervals of this trial.

The measurement procedure, the signal durations and levels,
and the method of presentation to the subjects were the same
as described in Sec. III A. We measured thresholds for two
masker bandwidths~10 and 100 Hz! and two masker corre-

FIG. 8. Same as Fig. 7 for a masker bandwidth of 100 Hz.
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lations ~0.93 and 0.87!. Three subjects participated in this
experiment.

B. Results

The mean thresholds across subjects are shown in Fig. 9.
The upper panels show thresholds for a masker bandwidth of
10 Hz; the lower panels correspond to 100-Hz bandwidth.
The left and right panels correspond to an interaural correla-
tion of 0.93 and 0.87, respectively. In each panel, four
threshold values are shown. From left to right, these are
thresholds for the running-noise condition of experiment I
~labeled ‘‘run’’!, the thresholds for the fixed-r condition
~‘‘fix’’ !, the interleaved condition~‘‘int’’ !, and the frozen-
noise condition of experiment I~‘‘fro’’ !.

As described above, these conditions reflect different
levels of stimulus uncertainty. The first level corresponds to
absolutely no stimulus uncertainty~frozen-noise conditions!
and this condition results in uniformly lower thresholds than
all other conditions. If the level of stimulus uncertainty is
increased by a small step~the interleaved condition!, thresh-
olds increase by 1 to 3 dB for all tested conditions. A third
level of stimulus uncertainty was to apply only one restric-
tion to the masker stimuli: the overall interaural correlation
and hence the power of the difference signal had to be con-

stant. For three out of four conditions, this also resulted in an
increase in thresholds. The differences between frozen-noise
and fixed-r are about 6 dB at 10-Hz bandwidth and 4 dB at
100-Hz bandwidth. Finally, the highest level of stimulus un-
certainty in the present experiments~i.e., running noise! re-
sulted on average in very similar thresholds to those in the
fixed-r conditions.3

C. Discussion

Some striking remarks can be made with respect to the
thresholds for stimuli with a fixed interaural correlation~i.e.,
the fixed-r, the interleaved, and the frozen-noise conditions!.
If the binaural auditory system uses the interaural correlation
of each token as a decision variable, the processing of the
masker alone would result in an internal estimate of the ex-
ternally presented interaural correlation. This internal value
is fixed and only limited by internal noise. The addition of
the signal results in a decrease of the interaural correlation
and can thus be detected. Based on such an interaural-
correlation processing, all the thresholds for the conditions
with a fixed interaural correlation should give the same
thresholds. This was not found in our data.

One reason for the differences across these conditions
may be peripheral filtering. The externally presented stimu-

FIG. 9. Mean thresholds across three subjects for the running-noise~run!, fixed-r ~fix!, interleaved~int!, and frozen-noise~fro! conditions. The upper panels
show thresholds for a bandwidth of 10 Hz, the lower panels for 100 Hz. The left and right panels correspond to an interaural correlation of 0.93 and 0.87,
respectively.
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lus has a fixed interaural correlation. Peripheral filtering in
the cochlea results in frequency-dependent phase shifts in the
presented waveforms at both ears. These phase shifts result
in a change in the interaural correlation. Therefore, for the
fixed-r condition, the interaural correlation of different to-
kens after peripheral filtering follows a distribution rather
than having a fixed value. To evaluate this hypothesis quan-
titatively, we computed 1000 partially correlated noises fol-
lowing three different procedures:

~1! Running-noise samples which are generated in the same
way as described in Sec. III A.

~2! The same running-noise samples after filtering by a
fourth-order gammatone filter with a center frequency of
500 Hz. This filter simulates the effect of peripheral fil-
tering in the inner ear; and

~3! Fixed-r samples generated as described in Sec. III A,
also after filtering with the gammatone filter.

An example of the correlation distributions that were
found with this procedure is given in the left panel of Fig.
10. In this example, the bandwidth of the noise was 10 Hz
and the reference correlation was 0.87. The solid line is the
distribution for running noise without filtering~i.e., proce-
dure 1!. The dashed line corresponds to procedure 2~i.e.,
running noise after peripheral filtering!. Clearly, these distri-
butions are very similar, indicating that peripheral filtering
does not change the statistics of the interaural correlation for
running noise. The distribution for fixed-r after peripheral
filtering is shown by the dotted line. In line with our hypoth-
esis, the distribution has a substantially reduced standard de-
viation. The values for the standard deviation of the correla-
tion distribution are shown in the right panel of Fig. 10. The
black bars correspond to the running-noise procedure with-
out filtering ~number 1 in the above description!; the gray
bars denote running noise after peripheral filtering~2!, and
the white bars denote fixed-r samples after peripheral filter-
ing ~3!. The x axis indicates the combinations of bandwidth
and reference correlation of the noise for each condition. All
fixed-r conditions have a nonzero amount of correlation un-
certainty. This supports the hypothesis that peripheral filter-

ing produces uncertainty in the interaural correlation. The
magnitude of this correlation uncertainty is, however, not
sufficient to explain the thresholds of the fixed-r condition.
We computed the values for the detectability index in terms
of interaural correlation for the fixed-r condition after pe-
ripheral filtering as described in Sec. III B. Alld8 values for
the filtered fixed-r condition were above 27, indicating that
subjects performed worse than expected from correlation un-
certainty introduced by peripheral filtering.

An important conclusion that can be drawn from these
results is that it is unlikely that the auditory system uses the
interaural correlation of the complete token as a decision
variable. These results also show that the overall power of
the difference signal of the complete token as a decision
variable is not a valid descriptor of how the auditory system
processes Nr stimuli.

A possibility to explain the results qualitatively is based
on the idea of internal templates~Dauet al., 1996a, b; Bree-
baart and Kohlrausch, 1999!. Assume that listeners develop
an internal representation of the interaural differences that
occur as a function of time if a masker alone is presented.
Such a template can be obtained from the masker-alone in-
tervals in the 3IFC task. One possible realization would be
the running average of the difference power based on a time
constant that is smaller than the duration of the tokens. If
such a template exists, then the task of the listener is to
match the template to the internal representation of the actu-
ally presented stimuli.

For example, in an NoSp condition, the masker alone
contains no interaural differences. Hence, the template con-
sists of a sequence of zero interaural differences. The addi-
tion of the signal results in changes in the interaural differ-
ences which can be detected. In this case, there is no
uncertainty in the masker-alone representation. The same
holds for the frozen-noise conditions. All masker-alone in-
tervals are identical, resulting in the same template. The only
task that a listener has to perform is to detect which interval
produces an internal representation that differs from the tem-
plate. This process is in principle limited by internal noise
only.

FIG. 10. Left panel: simulated correlation distribution for a 10-Hz-wide, Nr stimulus with a reference correlation of 0.87. These distributions were obtained
for running noise~running!, running noise after peripheral filtering~filtered!, and for fixed-r conditions after peripheral filtering~fixed!. Right panel: standard
deviations for the same stimuli as in the left panel for different values for the masker bandwidth and correlation.
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If two different Nr tokens are used in random order~i.e.,
the interleaved condition!, detection becomes somewhat
more complicated. For perfect detection, the listener has to
store two templates~one for each token! and must be able to
recognize which masker token is used before the templates
are compared with the actual stimulus. If the wrong template
is matched with the stimulus, all intervals from the trial re-
sult in an imperfect match of the template. This increases the
probability of choosing the wrong interval, and hence detec-
tion performance decreases.

For the fixed-r condition, finally, it is only possible to
derive an averaged template based on many different noise
realizations. This explains the increase in thresholds with
respect to the interleaved and frozen conditions, in which the
template has a close relation to the actual stimulus. In such a
view, fixed-r and running-noise conditions are equivalent
with respect to the detection strategy. The fixed-r condition,
however, does allow comparison of internal representations
across the three intervals within a trial. Given our experimen-
tal data, which show no statistically significant difference
between fixed-r and running-noise conditions, we can con-
clude that such an across-interval comparison does not give a
significant detection advantage in our conditions.

VI. GENERAL CONCLUSIONS

The results suggest that for binaural signal detection
with partially correlated noises, two factors play an impor-
tant role:

~1! The reference correlation. With decreasing masker cor-
relation, the NrSp thresholds increase; and

~2! Stimulus uncertainty. Our results show that uncertainty
in binaural cues reduces detection performance, espe-
cially in narrow-band conditions.

An unresolved issue concerning the data presented in
this paper is the method of internal binaural processing. We
have shown that the three theories tested~the interaural cor-
relation, the EC theory, or the processing of IIDs and ITDs!
cannot account for the results found in this study. The data
suggest that the auditory system is able to use internal tem-
plates in the process of binaural signal detection. Quantita-
tive tests to support this notion are, however, beyond the
scope of this paper and have yet to be performed.
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APPENDIX

For the generation of an NrSp stimulus, two indepen-
dent noise sourcesN0(t) andNp(t) with the same rms value
are used, which are combined as follows to yieldL(t) and
R(t) for the left and right ears, respectively:

L~ t !5 1
2&A11rN0~ t !1 1

2&A12rNp~ t !1S~ t !,
~A1!

R~ t !5 1
2&A11rN0~ t !2 1

2&A12rNp~ t !2S~ t !.

As a result of fluctuations in the energy of a finite-length
interval of the Gaussian-noise samplesN0(t) andNp(t), the
effective correlation (reff) of the masker sample may deviate
from the desired reference correlation~r!. Because the noise
sourcesN0(t) andNp(t) are independent, the effective~i.e.,
physically occurring! interaural correlation (reff) for the
NrSp stimulus can be written as~neglecting the correlation
between the two independent noise sourcesN0 andNp ; see
also footnote 2!

reff5
~0.510.5r!E02~0.520.5r!Ep2Es

~0.510.5r!E01~0.520.5r!Ep1Es
, ~A2!

whereEx is defined as the energy of the stimulus of duration
T, according to

Ex5E
2T/2

T/2

Nx
2~ t !dt. ~A3!

From Rice~1959!, it is known that for a Gaussian-noise
sample,E is distributed normally according to:

p~E!5
1

sEA2p
e@2~E2mE!2#/2sE

2
, ~A4!

with

mE5TE
0

`

v~ f !d f , ~A5!

and

sE
25TE

0

`

v2~ f !d f . ~A6!

Here, v( f ) refers to the spectral power density of the
noise source. The relation between the energiesE0, Ep , and
Es for a certainreff according to Eq.~A2! is given by

E05aEp1bEs , ~A7!

with

a5S 0.520.5r

0.510.5r D S 11reff

12reff
D , ~A8!

and

b5
11reff

~12reff!~0.510.5r!
. ~A9!

One way to realize a correlation ofreff is to fix Ep at a
certain value and compute the necessary value ofE0 accord-
ing to Eq.~A7!. The probability for that realization ofreff is
then equal to the product of the probabilitiespE(E0) and
pE(Ep). Because there are many possible ways to realize a
correlation ofreff , we have to sum all possibilities of these
realizations

p~reff!Dreff5(
Ep

pE~E0!DE0pE~Ep!DEp , ~A10!
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which results in

p~reff!5E
Ep

pE~aEp1bEs!pE~Ep!
]E0

]reff
dEp , ~A11!

and hence

p~reff!5
1

sE
22p

3E
Ep

expS 2~aEp1bEs2mE!22~Ep2mE!2

2sE
2 D

3
]E0

]reff
dEp , ~A12!

with

]E0

]reff
5

0.520.5r

0.510.5r

2

~12reff!
2 Ep

1
2

~12reff!
2~0.510.5r!

Es . ~A13!

In summary, if the spectral shape of the noise source and
the sample duration are known, Eqs.~A5! and ~A6! supply
values formE and sE

2. For a given signal energyEs and a
given reference correlationr, Eq. ~12! gives the probability
density for the occurrence of a certain interaural correlation.

A difficulty arising from the probability density function
given by the above equations is that for correlations close to
1, the function becomes skewed. If the distribution for the
interaural correlation were Gaussian, it would be easier to
calculate parameters like the detectability indexd8 for two
different distributions. Therefore, the Fisherr-to-Z transfor-
mation is used. This transformation results in a probability
density function that behaves approximately normal, and is
given by

Z50.5 ln
11reff

12reff
. ~A14!

Thus, for a givenZ, the corresponding interaural corre-
lation becomes

reff5
e2Z21

e2Z11
, ~A15!

and hence

dreff

dZ
5

4e2Z

~e2Z11!2 . ~A16!

The probability density function forZ is then given by

p~Z!5p~reff!
dreff

dZ
. ~A17!

The detectability index for the NrSp condition is deter-
mined by the means and the standard deviations in terms of
Z as follows. The mean~m! and standard deviations~s! of
the distributions ofp(Z) are determined for both masker
alone and masker plus signal~mNr

, sNr
, mNrSp, sNrSp, re-

spectively!. The detectability index is then obtained as

d85
mNrSp2mNr

AsNrSp
2 1sNr

2
. ~A18!

1We assume that the correlation between the signalSand the noiseN is zero.
Although this is mathematically not correct for a finite-length interval, a
computational analysis revealed that the effect of these correlations is neg-
ligible in our analysis.

2The correlation between two finite-length samples from independent noise
sources is almost neverexactly zero. In our analysis and generation of
stimuli, however, we assume that this correlation is zero. To justify this
assumption, we generated 1000 intervals of interaurally partially correlated
noise and determined the width of the probability density functions for the
interaural correlation after~1! combination of the signals according to Eq.
~1!, and~2! combination of the signals according to Eq.~1! after normal-
izing the energies of the noise samples to a fixed value~i.e., there was no
energy fluctuation for this case!. The width of the probability density func-
tion for a reference correlation of 0 after normalization of the noise inter-
vals was approximately 105 times narrower than without normalization.
This indicates that for the way we generated the Nr stimuli ~i.e., with two
independent noise sources!, energy fluctuation is the main cause for corre-
lation fluctuations. Another reason why this assumption is reasonable is the
fact that the processing of the cochlea results in phase shifts in the pre-
sented stimuli. It is possible to generate a waveform with an exact interau-
ral correlation. But, this is only possible for the waveforms arriving at the
eardrums. After the processing in the peripheral hearing system, phase
shifts result in changes in the correlation. It is therefore not so valuable to
take the correlation between waveforms into account, because this property
changes by the processing of the cochlea.

3A MANOVA analysis of the data shown in Fig. 9 was performed with the
following independent parameters: amount of stimulus uncertainty, stimu-
lus bandwidth, interaural correlation, and subject. The analysis revealed
that bandwidth, correlation, and amount of stimulus uncertainty were sta-
tistically significant effects at a 95% confidence interval. A multiple com-
parison procedure~Fisher’s least significant difference method! on the
means for the different values of stimulus uncertainty revealed that the
contrast for running noise vs fixed-r was not statistically significant. On the
other hand, the contrasts between fixed-r, interleaved, and frozen condi-
tions were all statistically significant at a 95% confidence interval.
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Listeners have a remarkable ability to localize and identify sound sources in reverberant
environments. The term ‘‘precedence effect’’~PE; also known as the ‘‘Haas effect,’’ ‘‘law of the
first wavefront,’’ and ‘‘echo suppression’’! refers to a group of auditory phenomena that is thought
to be related to this ability. Traditionally, three measures have been used to quantify the PE:~1!
Fusion: at short delays~1–5 ms for clicks! the lead and lag perceptually fuse into one auditory
event;~2! Localization dominance: the perceived location of the leading source dominates that of
the lagging source; and~3! Discrimination suppression: at short delays, changes in the location or
interaural parameters of the lag are difficult to discriminate compared with changes in characteristics
of the lead. Little is known about the relation among these aspects of the PE, since they are rarely
studied in the same listeners. In the present study, extensive measurements of these phenomena were
made for six normal-hearing listeners using 1-ms noise bursts. The results suggest that, for clicks,
fusion lasts 1–5 ms; by 5 ms most listeners hear two sounds on a majority of trials. However,
localization dominance and discrimination suppression remain potent for delays of 10 ms or longer.
Results are consistent with a simple model in which information from the lead and lag interacts
perceptually and in which the strength of this interaction decreases with spatiotemporal separation
of the lead and lag. At short delays, lead and lag both contribute to spatial perception, but the lead
dominates~to the extent that only one position is ever heard!. At the longest delays tested, two
distinct sounds are perceived~as measured in a fusion task!, but they are not always heard at
independent spatial locations~as measured in a localization dominance task!. These results suggest
that directional cues from the lag are not necessarily salient for all conditions in which the lag is
subjectively heard as a separate event. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1328792#

PACS numbers: 43.66.Qp, 43.66.Rq, 43.66.Pn@DWG#

I. INTRODUCTION

When a sound is produced in a reverberant environment,
it propagates in multiple directions and is subsequently re-
flected from various surfaces. The complex array of stimuli
received by the listener consists of multiple sounds, each of
which carries its own set of localization cues. In order to
avoid localization errors, the auditory system must resolve
which cues belong to the source and assign greater weight to
them in the localization process. Efforts to understand how
the auditory system processes sounds in complex environ-
ments have utilized simple stimulus paradigms in which a
source~lead! and a single simulated reflection~lag! are pre-
sented in anechoic environments with short delays~1–5 ms
for clicks, 30–50 ms for speech and music! between their
onsets. Many studies have shown that the localization infor-
mation in the source receives greater perceptual weight than,
or hasprecedenceover, the reflections; hence, this phenom-

enon is commonly known as the precedence effect~Cremer,
1948; Wallachet al., 1949; Zurek, 1980; Blauert, 1997;
Litovsky et al., 1999!.

Several perceptual phenomena related to the precedence
effect have been quantified over the years.Fusion refers to
the finding that at short delays listeners hear one fused audi-
tory event, but fusion breaks apart as delays are increased
~e.g., Blauert, 1997; Freymanet al., 1991!. Discrimination
suppressionrefers to the general finding that a listener’s abil-
ity to detect changes in directional cues in the lag is poor
compared to sensitivity to changes in the lead~e.g., Zurek,
1980; Shinn-Cunninghamet al., 1993; Tollin and Henning,
1998!. Localization dominancerefers to the finding that the
perceived location of a fused sound is dominated by the di-
rectional information in the lead~e.g., Wallachet al., 1949;
Zurek, 1980; Blauert and Divenyi, 1988; Divenyi, 1992;
Shinn-Cunninghamet al., 1993; Litovskyet al., 1997!.

Studies of fusion date back to the early part of the cen-
tury ~cf. reviews by Blauert, 1997; Litovskyet al., 1999!. A
common experimental paradigm presents numerous trialsa!Electronic mail: litovsky@bu.edu
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with the lead–lag delay randomized; the listener reports her
subjective impression of whether one or two sounds are
heard on each trial. For click stimuli, at short delays~1–5
ms! most listeners report hearing only one sound on 100% of
trials; at long delays~8–10 ms! most listeners report hearing
two sounds on 100% of trials; at intermediate delays there is
a transition in the percentage of trials in which ‘‘two
sounds’’ are reported. In general, the percentage of ‘‘two
sound’’ trials increases fairly steeply with delay, although
the exact delay at which this sharp transition occurs varies
across individuals~e.g., Freymanet al., 1991!. This critical
delay, known as theecho threshold, is usually defined as the
delay at which two sounds are reported on some predeter-
mined percentage of trials~usually between 50% and 75%!.
Echo threshold varies with stimulus conditions, testing situ-
ation, and instructions given to the listener~Zurek, 1987;
Blauert, 1997!. Finally, it should be noted that the fusion task
does not measure masking; listeners can detect the presence
of the lag even when they do not perceive the lag as a sepa-
rate auditory event.

Most localization dominance studies have been con-
ducted under headphones using ‘‘adjustment’’ protocols. In
these experiments, listeners match the position of a reference
stimulus by setting interaural parameters~such as time, ITD,
or level, ILD! of a test stimulus. This approach provides a
quantitative measure of the relative influence of lead and lag
binaural cues on lateralization~von Bekesy, 1960; Wallach
et al., 1949; Haas, 1951, 1972; Snow, 1954; Leakey and
Cherry, 1957; Yost and Soderquist, 1984; Shinn-
Cunninghamet al., 1993!. These studies show that when the
delay is a few milliseconds, the heard location of a fused
image is much nearer to the position of the lead~presented in
isolation! than that of the lag. Localization cues of the lag
also contribute to the lateralization; however, when the delay
is near or equal to zero, the perceptual influence of the lag
increases until it contributes almost equally to the overall
spatial impression. Although free-field measurements of lo-
calization dominance are less common, these studies also
show that the lag contributes relatively little to the perceived
location of the fused image~Hafter et al., 1992; Litovsky
et al., 1997!.

Studies of discrimination suppression have been con-
ducted under headphones by measuring the just-noticeable-
difference ~jnd! in the ITD ~e.g., Zurek, 1980; Shinn-
Cunninghamet al., 1993; Saberi and Perrott, 1990! or ILD
~Zurek, 1980; Gaskell, 1983! of the lagging source. In free
field, measurements have been made for discrimination of
the azimuthal direction of the lagging source~Perrottet al.,
1989; Freymanet al., 1991; Litovsky and Macmillan, 1994;
Yang and Grantham, 1997a, 1997b; Litovsky, 1997!. At
short lag delays, changes in the lag location~or binaural
disparities! are difficult to discriminate relative to compa-
rable differences in the lead. As the delay increases, lag dis-
crimination performance improves dramatically, presumably
because directional information in the lag becomes more sa-
lient.

Historically, the three aforementioned psychophysical
measures have all been attributed to a single phenomenon,
namely, the precedence effect. However, the relation among

them is not well understood, in part because measures on all
three tasks have never been obtained in the same listeners.
Although it is often assumed that all measures reflect the fact
that information in the lag is rendered perceptually inacces-
sible ~e.g., Zurek, 1980; Freymanet al., 1991!, few studies
have included parallel measurements of lag discrimination
and either fusion or localization dominance. Comparisons
that have been made do not uniformly agree. For instance,
fusion and discrimination suppression are thought to reflect
similar processes when single pairs of lead–lag stimuli are
used~Freymanet al., 1991!, but not when a train of lead–lag
stimuli is presented and the ‘‘buildup of echo suppression’’
occurs~Yang and Grantham, 1997a!. Does the lag have to be
perceived as a separate event from the lead in order for lead
and lag discrimination to be equivalent? Can directional in-
formation of the lag be accessed even when the lag is still
fused with the lead? While it has been suggested that local-
ization dominance and discrimination suppression reflect
similar processes~Shinn-Cunninghamet al., 1993!, the rela-
tion of fusion and localization dominance has never been
explored.

This study has two main purposes. The first is to quan-
tify localization dominance in conditions for which two dis-
tinct sources may be perceived. Previous studies have either
not allowed for responses that measure more than one source
position ~Shinn-Cunninghamet al., 1993! or have con-
founded temporal order confusion with localization domi-
nance~Stellmacket al., 1999!. The second purpose is to di-
rectly compare fusion, discrimination suppression, and
localization dominance measures in the same listeners, using
similar stimuli. By directly comparing the delays at which
listeners recover from ‘‘precedence,’’ as defined by each
measure, we can begin to address whether a single compu-
tational mechanism underlies these three phenomena.

In order to relate the current results to previous reports,
experimental procedures used in the current study are based
on those commonly used in earlier experiments. Thus,
whereas the discrimination suppression experiment uses an
objective measure, the fusion experiment asks subjects to
report their subjective impression of how many events are
heard~an approach that confounds subject criteria with dif-
ferences in sensitivity!. In addition, the number of intervals
in a trial differed across the three experiments, even though
the basic stimuli were otherwise comparable. To the extent
that precedence build-up may have influenced results, differ-
ences across the three experiments may be partially ex-
plained by a difference in build-up. However, despite these
cautionary notes, the results reported herein are the first that
allow direct within-subject comparisons of performance on
all three precedence measures.

II. METHODS

A. Subjects

Six adults~two male, four female! participated as sub-
jects in all experiments. All had pure-tone thresholds of 15
dB HL or less at octave frequencies between 250 and 8000
Hz. The ages of the listeners ranged from 19–22 years. Two
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listeners had previous experience in psychoacoustic tasks
~S4, S5!. All listeners were given a minimum of 1 h of prac-
tice on each of the tasks.

All testing was conducted in a double-walled sound-
proof booth. Testing was initially conducted on the fusion
task, was followed by a randomized sequence of trial blocks
for the discrimination and pointer tasks, and ended with a
repetition of the fusion measurements.

B. Stimuli

A Tucker-Davis Technologies System II stereo analog
interface was used to construct the stimuli. The output was
fed through a 16-bit DAC to Sennheiser HD 520 II head-
phones. The general precedence stimulus~Fig. 1! was used
for all three experiments. All stimuli consisted of 1-ms
Gaussian noise bursts with a 0-ms rise–decay time. A lead–
lag stimulus configuration consisted of two pairs of binaural
noise bursts presented with various combinations of interau-
ral time differences~ITDs! for the lead (t1) and lag (t2)
pairs. Within a given interval, lead and lag were identical
noise samples with new samples chosen for each interval.
Delays varied from 1–15 ms.

C. Test parameters

1. Fusion

On each trial, the general stimulus was presented three
times, with interstimulus intervals of 500 ms. The ITDs of
the lead and lag were constant within each trial. ITDs for
lead and lag were chosen from the set~1400, 0,2400! ms,
for a total of nine combinations. For five of the six subjects,
eight delays were used~1, 2, 3, 5, 7, 10, 12, and 15 ms!. The
sixth subject was also tested at longer delays of 20, 30, 50,
70, and 100 ms~see Sec. III!. On each trial, the ITDs and
delays were randomly chosen. A total of 20 trials were pre-
sented at each delay and lead/lag ITD combination for a total
of 1440 trials per listener. On each trial, listeners were in-
structed to report whether they perceived ‘‘one fused audi-
tory event’’ or ‘‘two sounds’’ on the third interval. Listeners
were aware of the fact that two events were always present in
each interval. No feedback was provided, since two stimuli

were always present. Testing was repeated both prior to~first
run! and following ~second run! all other experiments.

2. Discrimination suppression

On each trial, the general stimulus was presented three
times in an ABX forced-choice task. In this procedure, the
‘‘target’’ ITD of the first ~A! and second~B! interval dif-
fered. The target ITD of the third interval~X! was randomly
chosen to equal either that of A or B with equal likelihood.
The nontarget ITD and the lead/lag delay were the same in
all three intervals of a given trial. Three conditions were
tested that differed in the ‘‘target’’ ITD. In one condition, the
target was the ITD of the lead in the general precedence
stimulus~Fig. 1!. In the second condition, the target was the
lag ITD. The final condition was a control in which only one
binaural burst was presented~i.e., the control did not use a
precedence stimulus!.

An adaptive procedure was used to estimate the jnd in
the target ITD at different reference ITDs and delays. In each
run, the delay and reference ITD were fixed. The change in
the target ITD~around the reference! varied adaptively using
a modified 2-down/1-up protocol with 14 reversals~Hawley,
1994!. The starting ITD was 400ms. For the first four rever-
sals the ITD was either increased or decreased by a factor of
2; subsequent changes were by a factor of 1.4. Threshold was
estimated by averaging the ITDs of the last ten reversals.
Feedback was provided on every trial. Thresholds were ob-
tained at delays of 1, 2, 3, 5, 10, and 15 ms for the two
conditions~lead- and lag discrimination! using the general
precedence stimulus. The reference target ITD was either 0
~center! or 2400 ms ~left!. In each trial of lead- and lag
discrimination, the ITD of the noise burst that was not being
discriminated~lag and lead, respectively! was chosen ran-
domly ~from a uniform distribution ranging from2500 to
500 ms!, forcing listeners to use directional information in
the target to perform the task. All delay and stimulus com-
binations were repeated three times with the order of the
conditions randomized.

3. Localization dominance

In the final task, listeners adjusted an acoustic pointer to
indicate lateral positions of a target stimulus. On each trial,
listeners alternated between listening to the general stimulus
~target! and the pointer stimulus~Fig. 1!. The pointer stimu-
lus had the same basic structure and temporal characteristics
as the general stimulus, except that the lead and lag ITDs
were equal. Listeners controlled the ITDs of the pointer by
adjusting a potentiometer dial. ITDs could vary between
61000ms in steps of 10ms. Subjects were asked to indicate
the perceived location~s! of the lead/lag target by adjusting
the pointer ITDs. Since two images are often perceived at the
longer delays used in the experiment, measurements were
repeated twice for all stimuli, with two separate sets of in-
structions. On half of the trials listeners were told to match
the ‘‘right-most’’ image; on half of the trials instructions
were to match the ‘‘left-most’’ image. If only one image was
heard, both instructions should yield identical results. The
right-most and left-most trial types remained constant within

FIG. 1. General precedence stimulus~left! used for all three experiments
and pointer stimulus~right! used on the localization dominance pointer task.
Stimuli consisted of 1-ms Gaussian noise bursts with a 0-ms rise–decay
time. The lead and lag each consisted of a pair of binaural noise bursts
presented with a specified interaural time differences~ITDs!, denoted ast1

for the lead andt2 for the lag. The echo delay represents the delay between
the lead and lag pairs, defined as the time interval between the midpoints of
t1 and t2 . In the general stimulus,t1 and t2 could have ITD values that
were either the same or different. In the pointer stimulus, the lead and lag
pairs had the same ITD value.
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a block, and the order of the blocks was randomized within
each session. The final ITD of the pointer~the subject re-
sponse! will henceforth be referred to as ‘‘alpha’’ or the
‘‘matched ITD.’’

Stimuli alternated between seven presentations of the
target and nine presentations of the pointer. The pointer lo-
cation could be adjusted while it was being presented.
Stimuli automatically alternated between target and pointer
until the listener indicated confidence in their match by
pressing a button. The ITDs of the lead and lag~t1 andt2!,
and the delay~1, 2, 3, 5, 10, and 15 ms! varied from trial to
trial, but were held constant within each trial. ITDs of both
lead and lag were chosen from the set$1400, 0,2400 ms%
for a total of nine combinations. Each condition was repeated
five times for every listener. Presentation order of all ITD
combinations and delays was randomized, and testing was
conducted in blocks lasting approximately 1.5 h.

III. RESULTS

A. Fusion

Data from all six listeners are shown in Fig. 2. For S1–
S5, the first and second measurements~left and right panels,
respectively! are shown~S6 is discussed in more detail be-
low!. The percentage of trials on which listeners reported
two sounds is plotted as a function of delay; dashed horizon-
tal lines indicate 70.7%~echo threshold as proposed by Yang
and Grantham, 1997a!. Data from conditions with the same
absolute difference between ITDs of lead and lag are aver-
aged, and each plot compares data for differences of magni-
tude 0, 400, and 800ms.

For all subjects, fusion was strongest at short delays,
where the proportion of two sounds reported was very low.
As delay increased, fusion broke down and two sounds were
heard on a majority of trials. Three aspects of the data are
noteworthy. First, echo threshold delay varied dramatically
across listeners~see Table I!. For example, in the first run,
some listeners reached echo threshold at delays equal to or
less than 5 ms for the majority of conditions~S2, S3, S5!.
Echo thresholds were slightly higher for S1~4.7–6.5 ms! and
even larger for S4~8.7–12 ms!. One listener~S6! needed
extraordinarily long delays~on the order of tens of millisec-
onds! to recover from fusion. For this subject, additional
delays were tested after the initial results had been gathered
on all three tasks. Results using these longer delays are
shown in the bottom-most right panel. For this subject, echo
thresholds were around 45 ms.

A second interesting aspect to note is that fusion results
changed for some subjects between the first and second fu-
sion sessions~measured before and after the discrimination
and localization data were gathered!. For S2, S4, and S5,
there was a tendency for fusion to increase during the second
session compared to the first session. The echo thresholds for
S3 did not seem to change. Echo thresholds for S1 showed
small decreases between the first and second sessions. For S3
and S6, there was no clear effect of experience on echo
threshold.

Finally, we examined the effect of spatial separation be-
tween lead and lag. In Fig. 2, results are combined across

conditions in which the spatial separation was either 0ms
~lead and lag at same location!, 400ms ~lead at 0 and lag at
6400, or vice versa!, and 800ms ~lead at1400 and lag at
2400, or vice versa!. There was no consistent influence of
lead/lag ITD on echo threshold in the fusion data measured
in the current study.

B. Discrimination suppression

Data for the six listeners are shown in Fig. 3. Interaural-
time difference~ITD! jnd’s are plotted as a function of delay
for lead ~filled symbols! and lag discrimination~open sym-
bols!. Each data point in Fig. 3 represents the overall mean

FIG. 2. Fusion results are shown for the six listeners tested. Left and right
columns show data collected before and after the discrimination and pointer
data, respectively. Each plot shows the percentage of trials on which the
subjects reported hearing two sound images as a function of the lead–lag
delay. For five subjects~S1–S5! delays ranged from 1–15 ms. For S6 the
left column shows data at 1–15 ms, and the right column shows results from
further testing conducted at longer delays. Within each plot the different
lines show data collapsed according to the absolute value of the difference
between the lead and lag ITDs.
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for the conditions at each delay. Error bars show the standard
error around the means across six repetitions~three per con-
dition!. Performance depended strongly on delay for five of
the six listeners and weakly for S6~the remaining subject!.
At short delays lag discrimination was poor, evidenced by
large ITD jnd’s. In contrast, lead discrimination performance
was relatively good at the short delays, as evidenced by
much smaller ITD jnd’s. Analyses of variance tests examin-
ing the effect of the two reference conditions~0 ms and
2400 ms! found no significant difference between the con-
ditions (p.0.05), as expected from the results shown in
Fig. 3.

The results show that at short delays, listeners were able
to use directional information in the lead much more readily
than directional information in the lag. This presumably re-
flects the fact that for precedence effect conditions, the lead
carried more perceptual weight in localization than the lag
~e.g., Zurek, 1980; Shinn-Cunninghamet al., 1993!. As de-

lays increased, lag discrimination improved so that by 10 ms,
lead and lag performance was roughly equal. This result sug-
gests that precedence was no longer effective by 10 ms. For
some listeners~S1, S3, S5!, lead discrimination was actually
worse than lag discrimination at delays greater than 10 ms.
This reversal suggests that at these long delays~and for these
subjects!, the lag interfered with the lead ITD information
more than the lead interfered with the lag ITD information.
Finally, intersubject differences were large. For instance, the
difference between lead and lag conditions was greater for
three listeners~S1, S2, S3!, primarily due to better lead dis-
crimination at the shortest delays. In contrast, results for S6
suggest that lead and lag interact strongly at all delays, as
evidenced by poor discrimination in both the lead and lag
conditions for all measured delays.

C. Localization dominance

Figure 4 shows a sample data set for the pointer task.
For brevity, we will refer to the various experimental condi-
tions in the pointer task using two letters to denote the lateral
positions~right, R; center, C; and left, L! of the lead and lag,
respectively. The instructions are denoted by which letter is
bold ~recall that listeners were instructed to match either the
right-most or left-most image!. The bold letter denotes which
of the bursts in the target was farther to the side indicated by
the instructions. For instance, in theR-C condition, the lead
ITD was 1400 ms ~right! and the lag ITD was 0~center!.
Since, in isolation, the R stimulus is right-most compared

TABLE I. Mean echo thresholds~for six subjects! for conditions in which the absolute difference between
lead–lag ITDs were either 0, 400, or 800ms. Thresholds are shown for the first and second measurements
obtained before and after testing discrimination and pointer tasks, respectively.

Subject

First run Second run

ut12t2u50 ut12t2u5400 ut12t2u5800 ut12t2u50 ut12t2u5400 ut12t2u5800

1 6.7 6.3 4.7 2.6 2.9 2.7
2 2.6 2.5 2.7 6.4 6.2 5.8
3 1.5 1.4 1.4 1.7 1.6 1.4
4 11.9 11.4 8.7 .15 14 .15
5 4.4 4.1 3.7 5.9 6.8 7.0
6 N/A N/A N/A 45.6 44.0 45.2

FIG. 3. Discrimination results are shown for the six listeners tested. ITD
jnd’s are plotted as a function of delay for lag~open symbols! and lead
~filled symbols! conditions. Data were collapsed across reference ITD due to
the lack of any statistically significant differences between these conditions.
Means and standard error bars are based on the six data points~three at each
reference ITD!.

FIG. 4. Example of pointer results for subject S1 at one set of conditions in
which the lead was either on the right~400 ms! or left ~2400 ms! and lag
was at center. The average perceived position~a!, based on five repetitions
at each condition, is plotted as a function of lead–lag delay. The symbol fill
indicates whether instructions were to match the lead~filled! or lag ~open!.
Symbols indicate whether the lead was on the right~circle! or left ~square!.
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with the C stimulus, the R is bold when the instructions were
to match the right-most. In R-C the C is bold because the
instructions were to match the left-most. We henceforth refer
to a condition such asR-C as one for which ‘‘the instructions
were to match the lead’’~and, similarly, R-C as a condition
for which ‘‘the instructions were to match the lag’’!, even
though the instructions were always to match either the left-
or right-most sound image.

In the example in Fig. 4, four conditions are shown: two
with lead on right and lag at center~R-C and R-C!, and two
with lead on left and lag at center~L -C and L-C!. Closed
symbols denote cases in which the instructions were to
match the lead, and open symbols denote cases in which the
instructions were to match the lag. Each horizontal dashed
line marks one of the noise burst~either lead or lag! ITDs.

If the listener hears two images at separate locations that
are roughly equal to the locations of each burst in isolation,
the same stimulus should yield different results depending on
the instructions~whether or not the subject can tell the tem-
poral order of the two images!. TheR-C matches would then

be near the lead ITD at1400ms and the R-C matches would
then be near the lag ITD at 0. However, if the lead dominates
localization, bothR-C and R-C stimuli would be heard near
the lead ITD at1400 ms, regardless of instructions. Simi-
larly, in the two L-C conditions, if the lead dominates local-
ization, match ITD should fall near2400ms, independent of
instructions. Conversely, if matches fall near the lag ITD, it
indicates that directional information from the lag is influ-
encing performance.

In Fig. 4, when instructions were to match the lead, the
matched ITD~pointer ITD! was near the lead ITD at all
delays. At the shorter delays, the listener matched the lead
ITD regardless of instructions, consistent with a strong pre-
cedence effect. When instructions were to match the lag, the
matched position only approached the lag ITD at 15 ms for
the L-C condition. In the R-C condition, the matched ITD
was 100ms even for a delay of 15 ms, indicating that the
lead still carried a great deal of influence in the localization
process.

Figure 5 shows the entire data set for the pointer task.

FIG. 5. Pointer results for six listeners portray the av-
erage~of five trials! alpha values—the perceived loca-
tions ~ITDs! under various conditions, at delays 1–15
ms. Each row contains data from one listener. In the
legend~top!, lead–lag positions are denoted by order,
so that R-C denotes lead on right and lag at center.
Instructions included cases in which listeners were told
to match the ‘‘right-most’’ or ‘‘left-most’’ auditory im-
age in the event that more than one image was heard;
the bold letter indicates whether instructions were con-
sistent with matching the lead or lag. Each column con-
tains data for a set of complimentary conditions. The
left column shows cases in which the lead was on either
the right~1400 ms! or left ~2400 ms!, and the lag was
always at center. The second column shows cases in
which the lead was always at center and the lag was
either on the right or left. In the third column, both lead
and lag could be on the right or left. In the right-most
column, lead and lag were always at the same location,
either on the right~R-R!, or at center~C-C!, or on the
left ~L-L !. The dashed lines within each plot indicate
the ITDs for the left, center, and right~2400, 0, 400ms,
respectively!.
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Results show a strong effect of delay and a dependence on
the relative ITDs of the lead and lag for all listeners. In this
figure, the open and closed symbols should differ if listeners
hear two distinct positions. For instance, the open symbols in
the left column would fall at 0ms if listeners matched the
position of the lag~independent of the lead!. Similarly, the
closed symbols should remain at either1400 or 2400 if
listeners matched the position of the lead~independent of the
lag!.

At short delays, regardless of instructions, all listeners
placed the pointer near the ITD of the lead, suggesting that
they perceived one location near the lead. As delay in-
creased, different instructions elicited different responses for
the same stimulus, although not all listeners perceived two
images at longer delays. In addition, the likelihood of per-
ceiving two distinct images depends on the relative ITDs of
the lead and lag. Listeners S1–S4 generally heard two sepa-
rate images for delays equal to or greater than 15 ms. How-
ever, some results are asymmetric, most notably for listeners
S2 and S4, who heard an image near the lag ITD when the
lead was on the right, but not when the lead was on the left.
Even at the longest delays measured, listeners S5 and S6 did
not appear to hear two separate images. For these subjects,
results are roughly independent of instructions: the open and
closed symbols are near the lead ITD at short delays and are
approximately midway between the lead and lag ITDs at
longer delays.

When the lead was at center and lag lateral~to either the
right or left; second column! three listeners~S1–S3! heard
one image for delays ranging from 1 to 5 ms and two images
at longer delays. The other three listeners~S4–S6! heard one
image whose location was near the lead at short delays and
midway between the lead and lag at longer delays.

Finally, when the lead and lag were on opposite sides
~6400 ms; third column!, four listeners~S1–S4! localized
two distinct images at the longer delays. The matched posi-
tions of the two images were essentially equal to the loca-
tions at which the lead and lag bursts would be perceived
when presented in isolation, indicating that the lead and lag
images did not interact for these subjects and conditions.
Listener S5 showed some asymmetry. S5 matched two dis-
tinct images when the lead was on the right or left, but the
spatial separation of these images was much smaller when
the lead was on the left. Listener S6 never matched two
distinct locations.

D. Match performance near echo threshold

The ability of listeners to locate two distinct images does
not seem to be directly related to their subjective reports of
whether one or two images are present. Fusion data~Fig. 2!
show that many of the listeners reported hearing two sounds
at delays near 5 ms; however, at these delays the same lis-
teners matched a single location near the lead, independent
of instructions ~Fig. 5!. Thus, it appears that localization
dominance persists to longer delays than fusion.

To illustrate this point, Fig. 6 plots estimated matched
ITD at the fusion echo threshold delay~found by interpolat-
ing matched ITDs across delay!. Each plot shows data from
one listener. For every lead/lag ITD and instruction combi-

nation, the matched position is plotted as a function of lead
ITD. The symbol and fill indicate whether instructions were
to match the lead~squares! or the lag~open circles!. Filled
circles are used for matches in which lead and lag ITD were
equal and instructions were expected to have no effect. In
Fig. 6, if the lead ITD completely dominated perception, the
data would fall along the diagonal, independent of instruc-
tions or lag ITD. In other words, the matched ITD would be
roughly equal to and highly correlated with lead ITD, inde-
pendent of instructions. If two locations were perceived, the
squares would generally be expected to fall nearer the diag-
onal and the open circles to be independent of lead ITD
value.

Table II shows correlation values between lead or lag
ITD and match ITD at fusion echo threshold when instruc-
tions were to match lead or lag. For some subjects, the cor-

FIG. 6. Estimated matched ITD at the fusion echo threshold delay~found by
interpolating matched ITDs across delay!. Each plot shows data from one
listener. For every lead/lag ITD and instruction combination, the matched
position is plotted as a function of lead ITD. The symbol and fill indicate
whether instructions were to match the side closer to the lead ITD~squares!
or the lag ITD~open circles!. Filled circles are used for matches in which
lead and lag ITD were equal and instructions were expected to have no
effect. For each condition, two data points appear with the same symbol,
representing different values of lag ITD.

TABLE II. Correlations between lead~or lag! ITD and matched ITD, when
instructions were to match the lead~or lag!.

Subject

Lead ITD and
instructions to

match lead

Lead ITD and
instructions to

match lag

Lag ITD and
instructions to

match lead

Lag ITD and
instructions to

match lag

1 0.99 0.97 0.06 0.18
2 1.00 0.99 20.01 0.01
3 0.99 0.99 0.06 0.10
4 0.91 0.17 0.16 0.94
5 0.57 0.88 0.57 0.30
6 0.65 0.39 0.64 0.90
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relation with lead ITD was quite high regardless of instruc-
tion. For other subjects, these correlations were more
modest. For all subjects, correlations were low between lag
ITD and matched ITD regardless of instructions. These re-
sults suggest that, at fusion echo threshold, listeners were
primarily utilizing directional cues contained in the lead.

The data are replotted in Fig. 7 as a function of lag ITD
to further illustrate this point. If data fell along the diagonal,
it would indicate that subjects heard a single location near
the lag ITD, independent of lead ITD. If subjects heard two
independent images at the lead/lag locations, open circles
would fall on the diagonal~be highly correlated with the lag
ITD! and squares would show little dependence on~be es-
sentially uncorrelated with! lag ITD. Both the lack of struc-
ture in the data in the plot and the low correlation between
matched ITD and lag ITD~Table II! further confirm that
precedence is strong at echo threshold.

For three listeners~S1, S2, S3! the lead was clearly
dominant, with the correlation between lead ITD and
matched ITD close to 1.0 regardless of instructions~see
Table II!. Listener S4 had high correlations~a! between lead
ITD and matched ITD when instructions were to match the
lead, and~b! between lag ITD and match ITD when instruc-
tions were to match the lag. This result suggests that S4 was
able to match the location of either source. Both S5 and S6
showed only moderate correlations with either lead or lag
ITD. S5 showed some asymmetry, with matches dominated
more by the lead when the lead ITD was to the right~1400
ms! than to the left~2400 ms!.

E. Model estimate of precedence weight based on
pointer results

The metric c ~described in Shinn-Cunninghamet al.,
1993! was calculated to quantify the relative influence of the
lead and lag in localization. According to the model, the
value ofc is estimated by

c5~ap2t2!/~t12t2!,

whereap is the matched ITD andt1 andt2 are the lead and
lag ITDs, respectively, for a given condition. Ac value of
1.0 indicates that precedence is complete and that the lead
dominates lateralization entirely. Ac value of 0.5 indicates
that the lead and lag both contribute equally to localization
perception. Ac value of 0 indicates that the lag dominates
lateralization completely. In our study, instructions varied,
and listeners were told to match either left or right images
~see Figs. 4 and 5 for details!. When told to match the lag, a
c value of 0 would be expected if listeners heard two distinct
images, one near the lead ITD and one near the lag ITD. If
listeners were told to match the lead and a distinct image was
heard near the location at which the lead would be heard in
isolation, ac value of 1 is expected. Finally, if the lead and
lag form a single image, thenc should fall between 0 and 1
and be independent of instructions.

In Fig. 8,c values for each listener are shown as a func-
tion of delay for combinations of conditions in which the
lead was lateral~L or R! and lag at center~left column!, the
lead at center and lag lateral~middle column!, or both lead
and lag were lateral~right column!. The fill indicates the
instructions; open and closed symbols reflect conditions in
which instructions were to match the lead and lag, respec-
tively.

Four listeners~S1–S4! showed strong precedence at de-
lays less than 5 ms. Regardless of instructions, they matched
the lead location andc values were near 1. For these sub-
jects, as delays increased, precedence weakened. When in-
structed to match the side of the lead,c was high, indicating
that these listeners heard the lead with little influence of the
lag. However, as delay increased, two distinct images were
heard. When instructed to match the lag,c was less than 0.5,
indicating that subjects heard a second image that was influ-
enced more by the lag ITD than the lead ITD. For listeners
S5 and S6,c rarely fell below 0.5, indicating strong prece-
dence at all delays tested.

The data also suggest that precedence was weaker when
the lead–lag ITD difference was large. To illustrate this
point, we calculated the difference betweenc values for pairs
of conditions in which the lead ITD was identical, instruc-
tions were consistent, but the magnitude of the lead–lag ITD
difference was either 800 or 400ms. For example, we found
the difference in the calculatedc values for the condition
L -R and the conditionL -C for each subject and delay. Simi-
lar comparisons were made forR-L versusR-C, L-R versus
L-C, and R-L versus R-C. For each subject, these differences
are plotted in Fig. 9 as a function of delay when instructions
were to match the lead. Within each plot, differences be-
tween left-center and right-center are shown separately. If
the lag interferes with the lead more when lead and lag are
spatially close, then the difference should tend to be positive,
since we would expectc to be nearer to 1 when the lead–lag
separation is 800ms. Similar computations were conducted
for the match-lag conditions, but are not plotted; statistical
analyses of the data are, however, included~see Table III!.

Results show that when listeners were instructed to
match the lead,c values tend to be larger~precedence is

FIG. 7. Data from Fig. 6, replotted as a function of lag ITD.
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stronger! when the lead–lag separation is 800ms compared
to 400 ms. This effect is especially pronounced at longer
delays. This finding suggests that interference from the lag
on the lead image is greater when the lead and lag are spa-
tially close. However, when listeners were instructed to
match the lag, there was no consistent difference betweenc
values for the 800- and 400-ms lead–lag separations, sug-
gesting that the strength of the interference of the lead on the
primarily lag image was independent of spatial separation.

These observations were confirmed statistically. Left–
right symmetry was assumed in a statistical analysis of thec

values~e.g., by combining data for conditionsL -R andR-L!.
For each subject, the pairs of conditions whose differences
are plotted in Fig. 9 were compared using one-tailed, paired
t tests to evaluate whether there was a statistically significant
effect of the spatial separation of lead and lag onc. The same
analyses were conducted for match-lag conditions, although
the raw data are not shown in Fig. 9. Results from these
analyses are shown in Table III, where comparisons yielding
p,0.001 are indicated~X!. Statistically significant differ-
ences were observed in four listeners for the match-lead con-
ditions, and only for intermediate and long delays. Signifi-
cant differences for the match-lag condition were only
observed for one listener at one delay~S1, 10 ms!.

In summary, when lead and lag are spatially near one
another, localization dominance does not abruptly disappear;
rather, a single image moves away from the lead gradually
before breaking into two images, one of which grows to-
wards the lead and one which grows towards the lag as delay
increases. When lead and lag are spatial far apart~Fig. 8,
right column!, any second image is very near the lag ITD
and is relatively unaffected by the lead ITD.

IV. DISCUSSION

Wallach et al. ~1949! introduced the term ‘‘precedence
effect’’ to describe the finding that when two pairs of di-

FIG. 8. Averagec values~based on five repetitions! as a function of delay.
Each row shows data for one listener. Each column contains conditions with
different combinations of positions for the lead and lag. Left column: lead
was lateral~L or R! and lag at center. Center column: lead at center and lag
lateral. Right column: both lead and lag lateral~see legends at top of col-
umns!. For each condition, the burst that listeners were instructed to match
is indicated in bold. The fill indicates the instructions; closed and open
symbols reflect conditions in which instructions were to match the lead and
lag, respectively.

FIG. 9. Difference inc values for large~800 ms! and moderate~400 ms!
difference between lead and lag ITD. For each subject, delay, and lateral
source location, thec value calculated when the absolute lead–lag ITD
separation is small is subtracted from thec value when the lead–lag sepa-
ration is large. Each panel shows results for a different subject. Error bars
show standard deviation in the differences. To the extent that spatial sepa-
ration results in less influence of the lag on the perceived location of the
primarily lead source image location, these differences will be positive.
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chotic clicks are presented with a brief delay, they are fused
into a single auditory image whose perceived direction is
dominated by the interaural cues of the leading click pair.
This result offered a simplified and elegant analogy to the
perception of simple sounds in reverberant spaces, where
information concerning the source reaches the ears first and
is followed by information from the reflections or echoes.
The obvious conclusion was that the auditory system mini-
mizes confusion regarding the true location of the source by
attributing greater perceptual weight to the first-arriving
wavefront and minimizing the influence of later-arriving re-
flections. This phenomenon has also been attributed to
mechanisms involved in localization dominance~e.g., Dive-
nyi, 1992; see Litovskyet al., 1999!. While interaural differ-
ences in time and intensity as well as spectral cues are all
important in directional hearing, the focus of the present
study was on comparing various measures related to prece-
dence, with a focus on interaural time cues.

Over the years, investigators have studied not only lo-
calization dominance, but also related perceptual phenomena
using the leading–lagging stimulus paradigm. The other
measurements include identifying conditions under which
the sounds are perceptually fused and determining the extent
to which directional changes in the location of the lagging
source can be discriminated. These various measures of the
perception of stimuli consisting of a direct sound and a later-
arriving reflection have all been included under the umbrella
term ‘‘precedence effect.’’ Although it is assumed that there
is a strong relationship among these different effects, the
extent to which they are mediated by the same auditory
mechanisms is unclear. To address this question, the present
study systematically compared all three phenomena in the
same listeners.

In this discussion we first compare our data to results
from previous studies, then consider the relationship between
the different tasks used in the current study, and finally dis-
cuss why it may be appropriate to view the precedence effect
not as a mechanism for suppressing echoes, but as a more
general process for enabling robust localization.

A. Basic findings and relation to previous work

Fusion results were generally in agreement with previ-
ous reports: at short delays~,5 ms! listeners heard one fused
sound image, and as the delays increased a second source
emerged. The delay at which subjects perceived two sounds
on 70.7% of the trials~echo threshold! varied across sub-
jects, although the extent of the variability observed here has
not been previously reported. For click stimuli measurements
made in free field, echo thresholds have been in the range
5–10 ms ~Ebata, 1968; Freymanet al., 1991; Yang and
Grantham, 1997a!. In our study, thresholds for five subjects
fell near or within this range; however, subject S6 had echo
thresholds~45–50 ms! significantly longer than any previ-
ously reported for click stimuli~for a review, see Litovsky
et al., 1999!. We cannot eliminate the possibility that long
echo thresholds might reflect unusual central auditory pro-
cessing, not unlike that reported for localization dominance
in listeners with temporal lobe epilepsy~e.g., Hochster and
Kelly, 1981!. However, all previous studies report measure-
ments for only a handful of subjects, and relatively little is
known about the range of echo thresholds in the population
at large. It is therefore premature to rule out the possibility
that the ‘‘normal’’ range of echo thresholds for click stimuli
can extend to 50 ms, at least when measured under head-
phones.

Discrimination results in the present study are in agree-
ment with previous reports in which performance was mea-
sured at numerous delays~e.g., Zurek, 1980; Tollin and Hen-
ning, 1998; Stellmacket al., 1999!. For lag discrimination
thresholds, the general phenomenon is illustrated with ex-
tremely high ITD jnd’s at short delays. The difficulty that
listeners encounter in extracting directional information from
the lag is thought to reflect a suppressive mechanism that is
activated by the presence of the lead. This suppressive
mechanism strongly suppresses lag information at brief de-
lays; at longer delays, performance improves as the suppres-
sive influence of the lead becomes less effective. Lead dis-
crimination results further suggest that, while listeners are
able to ignore lag information at short delays, at longer de-
lays the lag becomes increasingly more intrusive. This find-
ing is consistent with one previous report~Stellmacket al.,
1999! which found that at long delays not only is the lag not
suppressed but the lag interferes with the ability to extract
lead information more than the lead interferes with the lag.
However, this asymmetry~or antiprecedence! is thought to
arise because subjects are~1! uncertain about the temporal
order of the two auditory events, and~2! tend to be biased
towards responding to the more recent stimulus in the pair.

Localization dominance measures using the pointer
technique are more extensive here than in previous reports

TABLE III. Test of significance (p,0.001) of difference inc values when
subjects are instructed to match the source position on the side of the lead
burst~A! or lag burst~B!. In ~A!, c values for conditionsL -R andR-L were
compared toc values for conditionsL -C andR-C in a one-tailed, paired t
test. In~B!, c values for conditions L-R and R-L were compared toc values
for conditions L-C and R-C in a one-tailed, paired t test. Individual subject
results are given in initial rows; results across subjects are shown in the
bottom row.

Subject

Delay ~ms!

1 2 3 5 10 15

~A!
1 ¯ ¯ ¯ X X ¯

2 ¯ ¯ ¯ ¯ ¯ X
3 ¯ ¯ ¯ ¯ X X
4 ¯ ¯ ¯ X X X
5 ¯ ¯ ¯ ¯ ¯ ¯

6 ¯ ¯ ¯ ¯ ¯ ¯

Across subs ¯ ¯ ¯ X X X

~B!
1 ¯ ¯ ¯ ¯ X ¯

2 ¯ ¯ ¯ ¯ ¯ ¯

3 ¯ ¯ ¯ ¯ ¯ ¯

4 ¯ ¯ ¯ ¯ ¯ ¯

5 ¯ ¯ ¯ ¯ ¯ ¯

6 ¯ ¯ ¯ ¯ ¯ ¯

Across subs ¯ ¯ ¯ ¯ ¯ ¯
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performed either using headphones~Zurek, 1980; Shinn-
Cunninghamet al., 1993! or in free field ~Leakey and
Cherry, 1957; Snow, 1954; Haas, 1951; Litovskyet al.,
1997!. Although there are few existing parametric data for
comparison, current results are generally consistent with pre-
vious reports: localization dominance is strongest at delays
of 1–5 ms and weakens thereafter~for review, see Litovsky
et al., 1997!. Unfortunately, our data set did not include de-
lays in the range between 5 and 10 ms, which was the delay
range across which lead dominance changed most dramati-
cally for most subjects. The current data are also consistent
with a previous report~Shinn-Cunninghamet al., 1993!
which suggested that the dominance exerted by the lead is
stronger when the lead and lag ITDs are similar and weaker
for larger spatial separations. A similar effect was relatively
strong in four~S1–S4! of our six subjects. This finding sug-
gests that both temporal and spatial separation between lead
and lag affect the strength of the precedence effect.

Current data are unique from two standpoints. First, the
individual variability observed in localization dominance has
not been previously reported. Although localization domi-
nance is thought to be most effective for click stimuli at 1–5
ms, two of our listeners did not recover from this effect by
15 ms. Both of these listeners had high fusion echo thresh-
olds ~one of the subjects had an extremely large echo thresh-
old; see above!. Since instructions and testing protocol was
identical for all subjects, we tentatively conclude that the
widely accepted duration of the suppressive window~of 1–5
ms! does not apply to all subjects. It is therefore important
that a population study be conducted to determine the range
of ‘‘normal’’ behavior for localization dominance and to es-
timate the suppressive temporal window for normal-hearing
listeners.

This study is also unique in that it quantifies localization
dominance in conditions where two sources are perceived by
allowing two different responses to the same stimulus con-
ditions. In a previous study using a similar paradigm~Shinn-
Cunninghamet al., 1993!, only one matched position was
measured. As a result, if two sources were heard at the
longer delay, it is not clear how subjects would decide to
respond to nonfused events, let alone whether their decision
rule was consistent. In the current study, the pointer experi-
ment was repeated two times with different instructions~to
match either the right- or left-most image!. The raw data
~Fig. 5! as well as the model estimation of the strength of
precedence~Fig. 8! suggest that subjects S1–S4 heard only
one spatial location at shorter delays and two separate im-
ages at longer delays. However, the second~primarily lag!
image was influenced by the location of the lead in several
instances, especially for the condition with lag on the right or
left and lead at center. Similarly, the ‘‘lead’’ image was in-
fluenced by the ‘‘lag’’ image for some conditions and sub-
jects, particularly when the lag ITD was similar to the lead
ITD. For two subjects~S5, S6! two separate images were
never perceived, perhaps because these subjects were not
tested at delays long enough to reveal this separation.

B. Comparison of the three precedence phenomena

No previous studies have compared performance across
all three precedence tasks, and few have compared two. No
previous studies have compared localization dominance and
fusion results.

1. Localization dominance and discrimination
suppression

Only one previous study compared localization domi-
nance and discrimination suppression~Shinn-Cunningham
et al., 1993!. Results of that study suggest that similar pro-
cesses govern these tasks, in that discrimination performance
could be predicted relatively well from localization domi-
nance measures. In the current study, the two subjects~S5
and S6! who showed the strongest tendency to match only
one source location in the localization dominance task also
exhibited little change in lag and lead discrimination as a
function of delay. These results are consistent with the idea
that, for these subjects, localization information from the
lead and lag is combined to form a single estimate of source
location even for long delays. If positional changes in this
single image are the only cues that S5 and S6 could use to
perform the discrimination task, the interference from the
nontarget burst will be pronounced and discrimination will
be relatively poor, independent of delay. In other words, the
current study qualitatively supports the view that localization
dominance and discrimination suppression are closely re-
lated.

2. Fusion and discrimination suppression

Freymanet al. ~1991! measured fusion and discrimina-
tion suppression in the same listeners in free field and con-
cluded that these two aspects of precedence are related. Spe-
cifically, Freyman et al. found that discrimination
performance was significantly above chance at a delay near
echo threshold. In this free-field study, Freymanet al. ~1991!
randomly presented the lag from one of two locations, sepa-
rated by 20°, and measured discrimination performance as a
function of delay. These results indicate that subjects are able
to extract some directional information from the lag at echo
threshold; however, it must be pointed out that the detected
spatial change of the lag~20°! was quite large compared with
jnd’s measured in the present study. The current results in-
dicate that at echo threshold, subjects may be able to extract
some directional information from the lag, but this informa-
tion is combined~interacts! with information from the lead.
The lead and lag information form either a single~averaged!
spatial estimate or two separate images, each of which is
influenced by the spatial information in both bursts. Thus,
while the auditory system might be capable of extracting
directional information from the lag at the fusion echo
threshold, some suppression is still present at those delays
and best performance is not reached until longer delays.

In a second attempt to link fusion and discrimination,
Yang and Grantham~1997a! compared the same two tasks
for a train of lead–lag stimuli which produce what is known
as the ‘‘build-up of echo suppression,’’ whereby the strength
of the precedence effect increases with the number of lead–
lag pairs. This effect has been attributed to ‘‘higher-order’’
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mechanisms that are involved in ongoing assessment of
room acoustics~Clifton and Freyman, 1997!. Yang and
Grantham~1997a! found that fusion is more susceptible than
discrimination to the build-up of precedence and concluded
that the mechanisms mediating these two aspects of prece-
dence are different.

Our study was not aimed at investigating aspects of the
build-up effect. Both discrimination and fusion experiments
presented three lead/lag intervals in each trial; however, in
the fusion experiment, all three intervals were identical,
while in the discrimination~ABX ! paradigm, one of the in-
tervals differed in its spatial cues. There is some evidence
that build-up is affected by the ‘‘consistency’’ of the re-
peated stimuli~e.g., see Clifton and Freyman, 1997!. As a
result, there may have been less build-up in the discrimina-
tion stimuli compared to the fusion stimuli; however, any
difference in build-up is likely to be small given the overall
similarity of the stimuli in the discrimination and fusion ex-
periments. We found that fusion breaks down at shorter de-
lays than discrimination suppression. It is possible that with
a longer stimulus train, using our psychophysical method,
fusion would indeed be stronger than discrimination. Further
tests must be conducted to reach a firm conclusion.

3. Localization dominance and fusion

The current results suggest that the delays at which lis-
teners recover from fusion and from localization dominance
differ. Although there are intersubject differences observed
in both tasks, overall there emerges a consistent story regard-
ing the relative strength of these two aspects of precedence.
In general, fusion ends at relatively short delays compared
with the localization dominance; at echo threshold listeners
are not able to match the location of the lagging source.
Intersubject variability also suggests that listeners who re-
cover from fusion at shorter delays also tend to hear two
separate positions at shorter delays~the latter always being
longer than the former!. For instance, the two listeners~S5
and S6! who have unusually high echo thresholds are also
least likely to match two independent source locations~based
on ‘‘left’’ or ‘‘right’’ instructions ! in the localization domi-
nance task.

As pointed out in the above discussion of fusion and
discrimination results, it is known that fusion increases with
repetitions of lead/lag stimuli. No one has ever measured
whether a similar increase in suppression occurs using local-
ization dominance measures; however, the number of pre-
sentations of the lead/lag stimuli differed in the two experi-
ments reported here. In the localization dominance task, the
‘‘target’’ stimulus was presented as a train of seven identical
lead/lag pairs, whereas in the fusion experiment, comparable
stimuli were presented in a train of three identical lead/lag
pairs. These differences may contribute to the trend to hear
two sound events at lead/lag delays for which only one
source image was localized. Further work is necessary to
determine whether build-up may contribute to the observed
differences between the lag at which two events are per-
ceived and the lag at which two locations are perceived.
Nonetheless, current results suggest that intersubject differ-

ences in echo threshold are qualitatively similar to intersub-
ject differences in localization dominance.

All results are consistent with a simple model in which
lead and lag information interacts perceptually and the
strength of the interaction decreases with spatiotemporal
separation of the lead and lag. At short delays, lead and lag
both contribute to spatial perception, but the lead dominates
~to the extent that only one position is even heard!. At the
longest delays tested, two sounds are perceived, but are not
always heard at independent spatial locations. Spatial sepa-
ration of lead and lag affects the degree to which two images
are heard, but has no observable effect on the results of the
fusion experiment performed in the current study. Overall,
these results suggest that fusion and localization dominance
may be mediated by somewhat different auditory mecha-
nisms.

C. General notions regarding the precedence effect

Historically, the precedence effect has been discussed as
a mechanism for suppressing directional information from
echoes in order to allow robust localization of a sound
source. However, there are some aspects of the precedence
effect that are inconsistent with a mechanism whose primary
purpose is suppression of localization information in echoes.

For instance, echoes can come from virtually any direc-
tion, independent of the source direction. However, both cur-
rent and previous results~Shinn-Cunninghamet al., 1993!
suggest that the relative directions of the lead and lag affect
the strength of the suppression. Specifically, the suppression
of the lag is greater when the lead and lag arise from similar
directions than when they are spatially separated. In addition,
the spectral content of an echo is a filtered version of the
original source spectrum, so that there is always significant
spectral overlap of the direct sound and any echoes. How-
ever, under some circumstances suppression occurs also
when there is no spectral overlap of lead and lag~Divenyi,
1992; Shinn-Cunninghamet al., 1995!.

If the spatial auditory system is capable of resolving the
locations of both the lead and lag sources separately~i.e.,
there is little interference between the directional information
in the lead and the lag!, then there is little need to suppress
lag information to preserve accurate localization of the lead.
Current theories of binaural interaction~e.g., see Stern and
Trahiotis, 1997! suggest that the interference between direc-
tional information from the lead and the lag may be greatest
when the lead and lag give rise to similar interaural phase
delays ~IPDs! and excite overlapping populations of IPD-
sensitive neurons. However, such interference will be re-
duced when the lag excites a distinct, separate population of
neurons, allowing both lead and lag to be localized indepen-
dently. With this analysis, the tendency for suppression to be
weaker when lead and lag arrive from very different direc-
tions may reflect the fact that in this condition, the lag will
cause less interference with estimation of the lead position.

There is growing evidence that localization information
is combined across frequency in order to reduce ambiguity in
the spatial information within any given narrow band of fre-
quencies~Brainard and Knudsen, 1992; Trahiotis and Stern,
1989; Stern and Trahiotis, 1997!. Such cross-frequency inte-
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gration will be detrimental if spatial information from a lag-
ging source is combined with information from a leading
source, particularly if the spectral content of the lead and lag
differs.

One interpretation of these results is that the precedence
effect is a general process that enables robust localization not
only in the presence of echoes, but whenever any competing
information from a second source arrives before the direction
of a previous source has been computed. This view suggests
that echo suppression is a special case of a more general
computational mechanism in the spatial auditory pathway for
suppressing any information that could be disruptive to spa-
tial auditory perception. In addition, the results suggest that
the mechanisms underlying the three phenomena described
here might have some general commonality, not merely at
the initial stages of processing, but at later stages as well.

The current results lend further support to this view.
Results from the localization dominance experiment indicate
that the strength of the precedence effect as measured in a
localization dominance task varies with spatial separation of
lead and lag, consistent with a general mechanism for im-
proving sound localization. Although there are links among
fusion, discrimination, and localization dominance, further
work is necessary to quantify how these measures relate to
one another.
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The purpose of this study was to develop and validate a method of estimating the relative ‘‘weight’’
that a multichannel cochlear implant user places on individual channels, indicating its contribution
to overall speech recognition. The correlational method as applied to speech recognition was used
both with normal-hearing listeners and with cochlear implant users fitted with six-channel speech
processors. Speech was divided into frequency bands corresponding to the bands of the processor
and a randomly chosen level of corresponding filtered noise was added to each channel on each trial.
Channels in which the signal-to-noise ratio was more highly correlated with performance have
higher weights, and conversely, channels in which the correlations were smaller have lower weights.
Normal-hearing listeners showed approximately equal weights across frequency bands. In contrast,
cochlear implant users showed unequal weighting across bands, and varied from individual to
individual with some channels apparently not contributing significantly to speech recognition. To
validate these channel weights, individual channels were removed and speech recognition in quiet
was tested. A strong correlation was found between the relative weight of the channel removed and
the decrease in speech recognition, thus providing support for use of the correlational method for
cochlear implant users. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1322021#

PACS numbers: 43.66.Sr, 43.66.Ts, 43.66.Yw, 43.71.Gv@KRK#

I. INTRODUCTION

Perhaps the biggest advance in cochlear implants subse-
quent to their initial introduction has been the employment of
multiple electrodes and/or channels for simulation of the au-
ditory nerve. The multiple electrode array presumably takes
advantage of the natural tonotopic organization of the co-
chlea and its innervation pattern to allow the speech proces-
sor to provide ‘‘place-frequency’’ information to the listener.
Considering the range of speech recognition performance
among individual cochlear implant users, it may be benefi-
cial to help determine how individual cochlear implant users
understand or recognize speech. At present, besides overall
recognition scores, we have very few tools available to de-
termine how the multichannel implant is functioning. A good
deal more information is required regarding what behavioral
measures such as threshold, comfort level, dynamic range,
and/or various electrophysiological characteristics can tell us
about how well a particular electrode, and its associated
nerve fibers, can transmit speech information. Because most
of today’s multichannel cochlear implant processors divide
speech information into different frequency bands, with each
frequency band corresponding to an electrode, or group of
electrodes, it is desirable to investigate the extent to which
individual bands or electrodes contribute to the overall un-
derstanding of speech.

Since some multichannel cochlear implant users have
relatively good understanding of speech while others do not,
it is important to determine the factors influencing their suc-
cess. Previous studies have suggested that these differences

may be attributed to signal processing~Gantz et al., 1988;
Tyler and Tye-Murray, 1991; Waltzmanet al., 1992; Wilson,
1993!, individual device-programming strategies~Tyler
et al., 1992! and rehabilitation~Lansing and Davis, 1988!.
Other studies have looked at electrophysiology~e.g., Black
et al., 1987; Brownet al., 1990; Simmonset al., 1984!, psy-
chology ~Knutson et al., 1991; McKenna, 1991!, and psy-
choacoustic measures~Dorman et al., 1990; Hochmair-
Desoyeret al., 1985; Shannon, 1993; Chatterjee, 1999!. Few
of these previous efforts have directly investigated how
speech information is transmitted to the listener through the
implant beyond just measuring an overall percent score.

For example, Brownet al. ~1990! reported that more
rapid recovery functions on individual electrodes using an
electrophysiological forward-masking paradigm correlated
with higher overall speech recognition in implant users. On
the other hand, Chatterjee~1999! found an apparently oppo-
site relation using a behaviorally measured forward-masking
task, that is, slower recovery times were related to better
overall speech recognition. The actual relationships between
characteristics of the implants’ ability to transmit speech in-
formation and various electrophysiological or behavioral
measures may have been obscured in these studies by across-
subject comparisons, in which other variables such as dura-
tion of deafness, etc., were also contributing. In addition, the
single dependent variable~overall speech recognition! is a
function of the combination of the characteristics of all the
implant users’ functioning channels, whereas the behavioral
and/or electrophysiological measures can be obtained indi-
vidually across the multiple electrodes and/or frequencies.
While there have been a few preliminary experiments in
various laboratories in which the entire broadband speecha!Current address: Cochlear Corporation, Englewood, CO 80112.
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signal is input into individual electrodes or channels, in the
present paper, we present a method which measures the abil-
ity of individual channels of the speech processor to transmit
speech information appropriate for that channel under the
condition of speech being presented to the implant user in
their normal mode of listening.

A number of investigators have used the methods of the
Articulation Index~e.g., ANSI, 1969; French and Steinberg,
1947; Fletcher and Galt, 1950! to determine frequency-
importance information for listeners with acoustic hearing
~both with and without sensorineural hearing loss!. This
method uses a quantity between zero and one to represent the
proportion of speech information available in that frequency
region to the listener. This available information in a particu-
lar frequency region is then multiplied by a frequency-
importance, or ‘‘weighing’’ factor. To obtain frequency-
importance information, a rather time-consuming process of
using high- and low-pass filtering is utilized. In these filter-
ing experiments, listeners are presented speech information
under conditions of restricted frequency ranges.

An alternative approach to determining the importance
of various frequency bands is offered by the correlational
method ~Doherty and Turner, 1996; Turneret al., 1998!.
This is an adaptation~for speech! of the method originally
described by Lutfi~1995! and Richards and Zhu~1994! for
use in psychoacoustic experiments. In the correlational
method, speech is presented to the listener in a broadband
listening condition which is more typical in normal listening
situations. Turneret al. ~1998! showed that the relative im-
portance of various frequency regions in understanding
speech was often different, depending upon whether the lis-
tener was tested under conditions of broadband listening ver-
sus restricted frequency ranges. Another advantage to the
correlational method is that all channels are able to be tested
at the same time, which has the potential to be less time
consuming than filtering experiments.

The knowledge of which channels within an individual’s
implant are functioning well for speech recognition and
which are not may also have some clinical applications in
terms of choosing an appropriate programming strategy for
the speech processor. A study of Hanekom and Shannon
~1996! showed that listeners’ speech recognition perfor-
mance was a function of the set of electrodes chosen from a
seven-electrode speech processor. In another study by
Zwolanet al. ~1997!, a reduction in the number of electrodes
used resulted in some cochlear implant users having signifi-
cant improvements in their speech recognition scores while
others showed a decline in performance. These studies sug-
gest that it may be possible to maximize benefits to the lis-
tener based on the number and choice of electrodes used. If
we can determine which channels or electrodes are contrib-
uting most to the user’s understanding of speech, it is pos-
sible that this information could then be used to ‘‘tune’’ the
processor strategy in individual users to take maximum ad-
vantage of the fully functioning electrodes and/or to elimi-
nate or redirect speech information away from the poorly
functioning electrodes.

In the present study, we were interested in evaluating the
application, reliability, validity, and efficiency of the corre-

lational method in determining how important each fre-
quency region is to the speech recognition of both cochlear
implant users and normal-hearing listeners. The frequency
weighting functions determined for normal-hearing listeners
in the Turneret al. ~1998! study suggested similar listening
strategies among listeners. In experiment 1 we ask, ‘‘How
does the listening strategy or weighting functions of listeners
with normal-hearing compare to the weighting functions de-
termined for cochlear implant users?’’ Ultimately, we would
like to determine if the weighting functions can be used to
specify which channels or electrodes are working most effi-
ciently and which are not. In experiment 2 we describe the
results of a test of the validity of the correlational method for
use with cochlear implant users.

II. EXPERIMENT 1

In experiment 1, we obtained weighting functions from
both normal-hearing listeners and cochlear implant users in
order to determine how individual implant users make use of
particular frequency regions as compared to normal-hearing
listeners.

A. Methods

1. Subjects

Data were obtained from five listeners~four females and
1 male! with normal hearing, and with a mean age of 32
years~range from 21–48 years!, having scored at least 95%
correct on the speech tests presented. The audiometric
thresholds for each listener were 20 dB HL or better at oc-
tave test frequencies from 250 to 8000 Hz. Seven adults
~four females and three males! using the Med-El CIS-Link 6
Channel Processor and six active electrodes of the Ineraid
cochlear implant were recruited through the Department of
Otolaryngology at the University of Iowa. They had a mean
age of 62 years~range 44–79 years! at the time of testing.
The cochlear implant users had a minimum of 12 months
experience with the Med-El processor.

2. Speech materials

Our speech test consisted of a subset of the UCLA ver-
sion of the Nonsense Syllable Test~NST!, which uses six
lists of consonant-vowel syllables. The vowels /a, i, and u/
were paired with 22 different consonants and spoken by both
a male and female talker for a total of 132 different speech
tokens. These nonsense syllables were chosen to provide a
rather large set of speech materials, which would include
nearly all consonants in several vowel contexts and more
than one talker, to reduce possible effects of token-specific
cues for speech recognition. The various CV syllables were
randomized when presented to the listener. Stimuli were
digitized at 44.1 kHz~anti-alias filter of 20 kHz! and stored
on a laboratory computer. The speech stimuli were digitally
filtered into six frequency bands at frequencies correspond-
ing to the configuration of the CIS speech processor pro-
gramming strategy. FIR digital filters were implemented us-
ing MATLAB routines and provided less than 1 dB of
passband ripple and 40 dB of stopband attenuation. This re-
sulted in the six filtered speech bands corresponding to the
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six electrodes of the cochlear implants used in this study.
The frequency divisions were logarithmic and are listed in
Table I.

3. Procedures

The correlational method was used for estimating speech
weighting functions. On each trial, the root-mean-square
~rms! level within each of the six frequency bands was cal-
culated for the token to be presented. Six bands of noise,
each filtered to match the frequency range of the correspond-
ing speech band, were then mixed with the appropriate
speech band at a randomly chosen signal-to-noise ratio. The
signal-to-noise ratio in each speech band was chosen~in
2-dB steps! from a rectangular distribution that was 24-dB
wide, the midpoint of which was determined from pilot test-
ing ~described below!. On each trial, the signal-to-noise ratio
chosen was independent of the level of noise in each of the
other five bands. The six bands~speech plus noise! were then
recombined and played to the listener. The weight placed
upon a frequency band was estimated by a point biserial
correlation between the signal-to-noise ratios in a band and
the responses~whether correct or incorrect!. That is, those
frequency bands for which varying the signal-to-noise ratio
had little or no effect on the subject’s performance received a
low weight, and those bands in which the varied signal-to-
noise ratio had a large effect on performance received a high
weight. The six raw correlations for each subject were trans-
formed to relative weights by summing their values and ex-
pressing each band’s weight as the raw correlation divided
by this sum. Thus the relative weights of the six channels
sum to 1.0. These six relative weights are then plotted as a
function of the frequency band to yield a frequency-
weighting function.

Each listener was allowed to listen to the nonsense syl-
lables to become familiar with the consonant choices and
response box. The response box consisted of 22 buttons,
each labeled with one of the consonant alternatives. Listeners
were given visual feedback in the form of a light located
adjacent to the button corresponding to the correct answer
after each trial. The listener was then presented with 6 CV
lists of 50 trials each for a total of 300 trials to determine an
overall percent-correct score in quiet. The listener was then
acquainted with the speech stimuli that included the random-
ized noise added to the speech. Based on the overall percent-
correct scores, a mean signal-to-noise ratio was then deter-
mined by additional preliminary testing to yield an
approximate one-third decrease in recognition scores from

those obtained in the quiet condition~i.e., from 60% correct
to 40% correct!. This is necessary because the correlational
method requires that listeners make some recognition errors
due to the added noise. For normal-hearing listeners, mean
signal-to-noise ratio chosen was approximately 0 dB. For the
majority of implant users, this level was approximately112
dB.

Analyzed data consisted of results taken from the 132-
item speech materials consisting of six lists at 200 trials each
for a total of 1200 trials in the randomized noise condition.
Data consisting of fewer trials were also analyzed to deter-
mine the number of trials necessary to yield a significant raw
correlation in at least two or more frequency bands. Due to
the occasional variability in day-to-day performance of co-
chlear implant users, we obtained 300-trial speech scores in
quiet during each session for a baseline measure of the pa-
tient’s performance on the day of testing.

Stimulus presentations and experimental records were
accomplished by a Macintosh Power PC 9500 computer and
DigiDesign Audiomedia III, 16-bit digital-to-analog convert-
ers. For all subjects, sound field presentation of stimuli was
used in a double-walled sound-attenuation chamber~IAC!. A
Crown ~Model D-75A! amplifier was used to drive a single
three-way loudspeaker~Pyle Mfg.! located 1.5 m directly in
front of the subject. The cochlear implant users wore their
speech processors for the experiment. Normal-hearing listen-
ers heard the speech stimuli at a level of 70 dB SPL. For the
implant users, the presentation level was set to the highest
comfortable level for each subject, attempting to ensure that
the majority of the speech range was above their thresholds.
From the trial-by-trial experimental record stored on the
computer, correlations were calculated for each band be-
tween the signal-to-noise ratio on each trial, and whether the
subject scored correctly or not. When the number of trials
equals 1200, a raw correlation ofr 50.0564 or higher is con-
sidered significantly different from zero at thep,0.05 level
of confidence~Lutfi, 1995!. We then compared the weighting

FIG. 1. The mean frequency-weighting functions for the normal-hearing
listener group as estimated by the correlational method. The error bars rep-
resent plus and minus one standard deviation across the individual listener’s
relative weights for each channel.

TABLE I. The filter cutoff frequencies for the six speech bands used in the
correlational method.

Band number Frequency range~in Hz!

1 300–486
2 486–791
3 791–1283
4 1283–2062
5 2062–3384
6 3384–5500
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functions determined for the cochlear implant users to the
weighting functions determined for the listeners with normal
hearing.

4. Results

Weighting functions determined for the normal-hearing
listeners are plotted in Fig. 1. Similar listening strategies
were demonstrated across listeners. Each channel or fre-
quency region was approximately equal in its importance for
understanding these speech tokens. Furthermore,all regions
appeared to be making a contribution. As noted by the error
bars, there was very little variation across listeners.

Weighting functions determined for six of the cochlear
implant users are plotted in Fig. 2, with the solid line repre-
senting the mean normal weighting function and the dashed
line representing the cochlear implant user’s weighting func-
tion. The seventh cochlear implant subject’s data were not
used, as this subject did not yield significant raw correlations
in any of the frequency bands@this was due to the subject’s

very low speech recognition score in quiet~18%!, which
made it very difficult to find an appropriate level of noise to
add to the speech which would degrade the recognition
score#. Because the relative weights must add to one, a rela-
tive weight greater than the normal-hearing values does not
necessarily indicate that the implant user does better in using
this band than normal listeners. Rather, that particular fre-
quency region is more important for that cochlear-implant
listener relative to the other frequency bands.

In contrast to weighting functions of the normal-hearing
listeners, weighting functions of the cochlear implant users
showed unequal weighting across the various frequency re-
gions. Of the 36 data points for the cochlear implant users~6
channels times 6 implant users!, 20 of the relative weights lie
outside the 95% confidence intervals of the estimate for av-
erage normal-hearing listeners’ relative weights. Channels
were not contributing equally, and each implant user had at
least one channel that was near zero. Four cases of negative
correlations were obtained from the total of 36; however,

FIG. 2. The frequency-weighting functions for the six cochlear implant users. In each panel the relative weights for a single subject are shown by the dashed
line, along with the average weighting function for the normal-hearing listeners~solid line!. The error bars on the normal weighting function represent the 95%
confidence intervals about the mean normal values. The speech recognition score in quiet is also noted in each panel for each implant subject.
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those negative correlations yielded negative relative weights
very close to zero~the largest was20.06!. A zero weighting
indicated that there was no significant relationship between
the signal-to-noise ratio in that band and the subject’s per-
formance. Speech recognition scores in quiet for each of the
cochlear implant users are noted on each graph in Fig. 2,
with no individuals scoring near 100%.

Combined individual weighting functions of the implant
users are replotted in Fig. 3, along with the averaged results
of the normal-hearing listeners. Although there are large in-
dividual differences, there appears to be a general trend
among cochlear implant users for a lower weighting on
bands 1 and 6 and a higher weighting on band 3. It can be
easily seen from this plot that the cochlear implant users’
weighting functions are quite different from those for
normal-hearing listeners, with each implant user having un-
equal weighting across the bands.

We were also interested in the reliability and efficiency
of the procedure in terms of the number trials required to
obtain accurate weighting functions. Because the statistical
significance of the raw correlations is dependent upon the
number of trials, we compared the number of significant raw
correlations obtained using 600 trials versus 1200 trials. The
data indicated that 1200 trials were necessary in order to
yield significant raw correlations in at least two or more fre-
quency bands for these implant users. Therefore, weighting
functions based upon fewer trials may not identify every
band that makes a substantial contribution to speech recog-
nition.

Relative weights for each subject in each band deter-
mined from the first 600 trials are plotted against relative
weights determined from the full 1200 trials in Fig. 4. For a
relative weight in the middle range~i.e., relative weight
50.16!, the 95% confidence interval of a prediction based
upon 600 trials relative to the value obtained after 1200 trials
was calculated to be plus or minus 0.17. Thus the relative
weights determined on the basis of 600 trials would be in-

formative primarily in the sense of showing which bands
were high contributors versus which bands were low con-
tributors.

III. EXPERIMENT 2

In this experiment we addressed the issue of the validity
of the channel weights for the implant users, as determined
in experiment 1. If the relative weights obtained for an im-
plant user are valid, then removing speech information in a
band with a high relative weight should result in a substantial
decrease in speech recognition performance. Furthermore,
the removal of speech information in a band with a low
relative weight should result in a small decrease. In experi-
ment 2, we tested these relations.

A. Methods

1. Subjects

Three of the six adult cochlear implant users from ex-
periment 1 provided usable data for this experiment. Experi-
ment 2 was conducted several months following the data
collection for experiment 1, and cochlear implant users were
only available for a limited time block for our testing as they
were visiting Iowa City for their regularly scheduled clinical
checkups. Due to the elapsed time between experiments 1
and 2, each subject’s actual relative weighting functions may
have changed from the values originally measured. Two of
the original six implant users showed a large and statistically
significant increase or decrease~13%–16%! in their speech
recognition in quiet performance between the time of experi-
ment 1 and experiment 2~implant users LB and CL!. There-
fore, the validity of their previously measured weighting
functions at the time of experiment 2 were suspect and they
were not included in experiment 2. A third implant user from
experiment 1~patient KH! was having technical difficulties
with her speech processor/implant on the day of experiment
2, so we were unable to collect reliable speech recognition
scores from this patient. Thus only data from cochlear im-
plant users HW, KB, and NS were obtained in experiment 2.

FIG. 3. The frequency-weighting functions for all six implant listeners are
shown in a single graph~dashed lines!, along with the group average for the
normal-hearing listeners~solid line!.

FIG. 4. The relation between the relative weight for a channel as determined
by the first 600 trials and the relative weight as determined by the full
1200-trial protocol.
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2. Procedure

Individual channels were removed from the cochlear im-
plant users’ processor programs by setting the threshold~T!
and comfort~C! levels of particular channels to very low
levels, which were undetectable to the implant user. The
other five channels were left as previously programmed.
Based on the weighting function determined for each indi-
vidual subject in experiment 1, we removed several indi-
vidual channels for each patient, removing channels that had
high weights and also those with low weights. For patient
HW, channels 1, 3, 5, and 6 were removed. For NS, channels
1 and 5 were removed. Patient KB was tested with channels
2, 3, 5, and 6 removed.

Speech recognition in quiet was obtained as before, in
the sound field at the same presentation level as used in
experiment 1. Each of the six lists was presented for 50
trials, for a total of 300 trials per data point. A new baseline
comparison condition for each subject, consisting of 300 tri-
als in quiet with all six channels programmed to normal val-
ues, was obtained on the same day that the channel-out con-
ditions were tested.

3. Results

The relation between the change in percentage points
and the relative weight of the channels removed are plotted
in Fig. 5 for each condition tested for all three implant users.
As noted, there is a strong relationship (r 50.77) between
the decrease in speech recognition measured and the relative
weight of the channel removed. When the change in speech
recognition with a channel removed was expressed in arcsin-
transformed units~which accounts for the binomial distribu-
tion form of speech recognition scores!, the relation was es-
sentially identical (r 50.73). Removal of a channel with a
low weighting resulted in a nominal change in percentage
points. Conversely, removal of a channel with a high weight-
ing resulted in a larger~negative! change in percentage
points. While the relationship in Fig. 5 between the weight of

the channel removed and its effect upon speech recognition
is striking, caution should be observed due to the limited
number of individuals for which data could be collected.
Additional research with more cochlear implant users is war-
ranted.

IV. DISCUSSION

Results from these experiments indicated that the corre-
lational method can provide a method for estimating the rela-
tive weight that listeners place on various frequency bands.
This procedure yields estimates of how well each ‘‘channel’’
is contributing to the implant user’s understanding of speech
in comparison to each of the other channels. Moreover, these
measures can be obtained simultaneously for all channels in
a broadband listening situation.

Results for normal-hearing listeners indicated that each
listener used information in speech across frequency bands
in a similar manner. This is in agreement with the similarity
of band-weighting patterns across normal-hearing listeners
reported in the Turneret al. ~1998! study, which also used
the correlational method. Additionally, it appears that the
logarithmic frequency division of the channels produces ap-
proximately equal weights across frequency bands for the
normal-hearing listeners for these speech materials. These
two conclusions are further strengthened in that this same
methodology yields very different weighting functions for
individuals with cochlear implants. The equal-weighting
across bands found for all normal-hearing listeners is not an
artifact of the procedure itself. This ‘‘flat’’ weighting func-
tion and the similarity across listeners was most likely re-
lated to the large set of speech materials used in the present
study. In Doherty and Turner~1996!, the correlational
method showed very different weights across channels and
listeners. That study required the listeners to discriminate
between only three speech tokens, and it was suspected that
each listener developed a highly stimulus-specific strategy
for the task, as opposed to a more general speech recognition
strategy. We have recently begun testing a different set of
speech materials~16-item, four-talker, /aCa/ consonant rec-
ognition! and have again observed approximately equal
weighting across logarithmically divided bands for normal-
hearing listeners.

Cochlear implant users in this study yielded very differ-
ent weighting functions than did the normal-hearing listen-
ers. This suggests that the general characteristics of electrical
simulation of the remaining auditory neurons in the auditory
system of deaf individuals, along with the cochlear implant
devices of the present study, do not completely capture the
important aspects of normal speech transmission for implant
users. This may be indicated by the common pattern across
implant users noted in Fig. 3, in which channel 1 produced
relatively low weights and channel 3 yielded higher weights.
In support of the present pattern of results, Dormanet al.
~1989! reported that the addition of a mid-to-high frequency
channel of stimulation to the most apical~low-frequency!
channel produced the largest improvements in speech recog-
nition in their group of implant users. Channel 6, which
stimulates the most basal location of the cochlea, received
relatively low weighting by all the implant users. This result

FIG. 5. The relation between the percentage points change in speech recog-
nition ~in quiet! when the speech information in a single channel was re-
moved from the speech processor, and the relative weight of the channel
removed.
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might reflect a lack of viable neurons in the basal end of
profoundly deafened individuals. It is probably the case that
implant users have real differences between the effectiveness
of individual electrodes in combination with the pattern of
surviving neurons. However, other factors such as speech
audibility for implant users as well as the dynamic range of
the implant channel in relation to the speech signal may con-
tribute to the ineffectiveness of various channels. It may also
be the case that the age differences between the normal-
hearing listeners and the implant users may be a factor in the
pattern of weights obtained across the two groups. Further
research may help us to understand these issues and the ap-
plication of the correlational method as described in this pa-
per may be useful in these investigations.

There are, however, some limitations of the correlational
procedure, as described in the present study. The correla-
tional method may be limited by the number of channels that
can be tested at one time. If too many channels are tested at
once, the obtained raw correlations may not reach signifi-
cance unless the number of trials is very large. One could test
fewer channels of a multichannel implant, but the weighting
function determined would only relate to those channels cho-
sen, as the estimated weights are relative to one another, and
the desirable characteristic of a broadband listening situation
might have to be sacrificed. In the present study, we found
that using 600 trials did not always yield at least two chan-
nels with significant raw correlations, whereas 1200 trials did
produce at least two significant correlations. Thus the proce-
dure as described in this paper is probably too lengthy for
standard clinical application at the present time. In addition,
if the listeners’ speech recognition performance changes over
time, weighting functions obtained at one session may not
remain valid in subsequent experimental sessions. These
concerns suggest that a more efficient testing procedure is
desirable.

A related concern is the interaction between the diffi-
culty of the speech materials for the range of implant users
encountered, and the ability of the correlational procedure to
produce significant correlations. Assigning the appropriate
average noise level for each subject is very important. Too
little noise will result in nonsignificant correlations. Thus the
overall percent score in quiet for a patient should not be too
low, otherwise the decrease in score from adding noise may
result in the subject performing at chance level. This was
seen in the failure of the correlational method with the sev-
enth implant subject, for whom the speech materials were
apparently too difficult.

In summary, the correlational procedure shows promise
in its ability to assess the functional status and contribution
to speech recognition of individual frequency bands~chan-
nels! in cochlear implant users. Additional research using
this procedure may allow us to determine which factors in-
volved in speech recognition through multichannel cochlear
implants are critical in achieving optimal performance.
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Room reverberation effects in hearing aid feedback cancellation
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Room reverberation can affect feedback cancellation in hearing aids, with the strength of the effects
depending on the acoustical conditions. These effects were studied using a behind the ear~BTE!
hearing aid mounted on a dummy head and coupled to the ear canal via an open fitting. The hearing
aid impulse response was measured for the dummy head placed at eight closely spaced locations in
a typical office. The feedback cancellation in the hearing aid used a set of filter coefficients that were
initialized for one location within the room, and then allowed to adapt to the feedback path
measured at the same or to a different location. The maximum stable gain for the hearing aid was
then estimated without feedback cancellation, for the initial set of feedback cancellation filter
coefficients prior to adaptation, and for the feedback cancellation filter after adaptation. A low-order
ARMA model combining a fixed set of poles with an adaptive FIR filter is shown to be effective in
representing the feedback path exclusive of reverberation. Increasing the adaptive filter length has
only a small benefit in improving the feedback cancellation performance due to the inability of the
system to model the room reverberation. The mismatch between the modeled and actual feedback
paths limits the headroom increase that can be achieved when using feedback cancellation, and
varies with the location within the room. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1332379#

PACS numbers: 43.66.Ts, 43.60.Lq@SPB#

I. INTRODUCTION

Mechanical and acoustic feedback limit the maximum
gain that can be achieved in most hearing aids~Lybarger,
1982; Kates, 1988!. The acoustic feedback path includes the
effects of the hearing-aid amplifier, receiver, and microphone
as well as the acoustics of the vent and any leaks present.
The acoustic feedback path also includes the room in which
the user is listening. In feedback cancellation, the feedback
signal is estimated and subtracted from the microphone sig-
nal ~Kates, 1999!. Effective feedback cancellation requires
that the adaptive filter be long enough to model all of the
salient features of the feedback path, and that it adapt rapidly
enough to track the changes in the feedback path as the lis-
tening environment changes. The LMS adaptation algorithm
~Widrow et al., 1976! is generally used to adaptively esti-
mate the feedback path in hearing aids, as opposed to more
sophisticated adaptation algorithms, because of the limited
processing power available in a battery-powered device.

Computer simulations and prototype digital systems in-
dicate that increases in gain of between 6 and 20 dB can be
achieved in an adaptive system before the onset of oscilla-
tion, and no loss of high-frequency response is observed
~Bustamanteet al., 1989; Engebretsonet al., 1990; Kates,
1991; Dyrlund and Bisgaard, 1991; Engebretson and French-
St.George, 1993; Maxwell and Zurek, 1995; Kaelinet al.,
1998!. In laboratory tests of a wearable digital hearing aid
~French-St. Georgeet al., 1993!, a group of hearing-impaired
subjects used an additional 4 dB of gain when adaptive feed-
back cancellation was engaged and showed significantly bet-
ter speech recognition in quiet and in a background of speech
babble. Field trials of a feedback-cancellation system built

into a behind-the-ear~BTE! hearing aid have shown in-
creases of 8–10 dB in the gain used by severely impaired
subjects~Bisgaard, 1993! and increases of 10–13 dB in the
gain margin measured in real ears~Dyrlund et al., 1994!.

The amount of gain possible in a hearing aid is ulti-
mately limited by the ability of the feedback cancellation
system to model the actual feedback path. Room reverbera-
tion, which consists of multiple acoustic reflections at differ-
ent amplitudes and time delays, can cause changes in the
feedback path that can be difficult to model. Reflections
cause peaks and valleys to appear in the feedback path fre-
quency response. Hellgrenet al. ~1999! found, for example,
that a wall located 10 cm from the aided ear caused peaks of
up to 7.9 dB to appear at 2, 5, and 6.2 kHz in the feedback
path frequency response of a BTE hearing aid, and that there
were well-defined notches between the peaks. Increasing the
distance from the hearing aid to the wall will reduce the
strength of the reflection, reducing in turn the amplitudes of
the peaks and valleys, but the number of peaks and valleys
that appear in the frequency response will increase and they
will be spaced more closely together. The multiple reflec-
tions that make up the reverberation will also interact, gen-
erating complicated modifications to the feedback path fre-
quency response.

Reverberation typically persists for a much longer time
than the impulse responses of the electro-mechanical compo-
nents in the hearing aid or the direct acoustic path from re-
ceiver to microphone. A short adaptive filter used to model
the components and the acoustic environment in the ear ca-
nal and the local vicinity of the head will not be long enough
to model the room reverberation. Changes in the reverbera-
tion as the user moves about the room will change the feed-
back path, but the feedback cancellation filter will not bea!Electronic mail: jkates@audiologic.cirrus.com
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able to model them. Increasing the length of the adaptive
filter may not improve performance if the filter is not long
enough to include the time delays corresponding to the major
room reflections. Reverberation could therefore be an impor-
tant limitation to the effectiveness of feedback cancellation
in hearing aids.

In this article, the effects of room reverberation on feed-
back cancellation will be presented. A small room is used for
the experiments to give more realistic test conditions than
those used by Hellgrenet al. ~1999!. The design of the feed-
back cancellation system is first reviewed. Measurements of
the feedback path in a room are then presented along with
the feedback cancellation performance for an 8-, 16-, or 32-
tap adaptive finite impulse response~FIR! filter in series with
a five-pole nonadaptive filter. The performance limitations
imposed by the room reverberation are then discussed along
with the implications for hearing-aid design.

II. FEEDBACK CANCELLATION

The feedback cancellation system used for the experi-
ments in this article is intended to compensate for acoustic
feedback occurring in the vicinity of the ear and head. The
feedback cancellation approach divides the feedback path
model into two filters in series~Kates, 2000!. The first filter
represents those aspects of the feedback path that are ex-
pected to change very slowly, such as the microphone, am-
plifier, and receiver responses. The first part of the model is
thus initialized when the hearing aid is fitted to the user, and
then held constant while the hearing aid is in use. The first
filter in the system used for the present experiments is an
all-pole infinite impulse response~IIR! filter having five
poles.

The second filter represents those aspects of the feed-
back path that can change rapidly, such as changes resulting
from a shift in the position of the hearing aid within the ear
canal. The second filter is initialized when the hearing aid is
fitted to the user and then adaptively updated while the hear-
ing aid is in use. The second filter is long enough to encom-
pass the time delays expected when a telephone receiver is
positioned close to the aided ear or a hat is put on, but it is
much shorter than the typical reverberation time in a room.
The second filter in the system used for the present experi-
ments is a FIR filter having 8 to 32 taps.

A. Initialization

The initial parameter estimation procedure uses the hear-
ing aid to acquire the raw data needed to describe the feed-
back path impulse response. All other signal processing tasks
are performed by the host computer that communicates with
the hearing aid during the initialization. The host computer
generates one period of a periodic probe sequence, which is
downloaded to the hearing aid. The code in the hearing aid
then records the signal at the hearing-aid microphone while
reading out successive periods of the probe sequence as
shown in Fig. 1. The accumulated microphone signal is up-
loaded to the host computer, which calculates the feedback
path impulse response. The feedback path signal delay is
extracted from the impulse response along with an estimate

of the response signal-to-noise ratio. Using the estimated de-
lay, the poles and zeros of a filter modeling the impulse
response are then determined using system identification
techniques. A description of each of these operations is given
below.

1. Probe sequence and impulse response

A periodic maximal-length sequence is used to measure
the feedback path impulse response. Such sequences have
been successfully used to measure hearing-aid responses in
laboratory measurement systems~Schneider and Jamieson,
1993!. A maximal-length sequence~MLS! has only two val-
ues,11 and21. It is generated by aN-stage shift register
and the period length isM52N21 ~Presset al., 1986!. One
period of the sequence is generated and amplitude scaled in
the host computer, which then downloads the scaled se-
quence to the hearing aid. To acquire the feedback path im-
pulse response, the probe is read out from a circular buffer,
giving a periodic excitation, and the microphone response is
synchronously summed into a circular buffer having the
same length as the probe signal. Because coherent averaging
is used to acquire the microphone signal, the SNR for the
feedback path response relative to random room noise is im-
proved 3 dB for every doubling of the number of periods
used for the excitation. Periodic room noise, such as 50- or
60-Hz hum from electrical machinery, will also be reduced
by the averaging as long as the hum is not synchronized with
the periodic MLS signal. Nonlinear distortion, however, can
cause spurious bumps and peaks to be distributed throughout
the measured impulse response~Dunn and Hawksford, 1993;
Vanderkooy, 1994!.

The M-point circular autocorrelation of theM-point
MLS has the property that it isM for 0 lag and21 for all
other lags. To extract the feedback path impulse response,
the summed microphone signal is divided by the number of
periods used for the excitation and then circularly cross-
correlated with one period of the MLS~Schroeder, 1979;
Borish and Angell, 1983; Rife and Vanderkooy, 1989!. The
result is then adjusted for the amplitude of the periodic ex-
citation. For the present system, the MLS has a periodM
5255 samples~approximately 16 msc!, which is the longest
possible sequence given the data memory constraints in the
real-time hearing aid system. The result of the circular cor-
relation is the impulse response of the feedback path, includ-
ing the overall path delay and any residual room noise.

FIG. 1. Block diagram of the system used to make the initial measurement
of the feedback path impulse response.
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2. PNR

The peak-to-noise ratio~PNR! is given by the ratio of
the amplitude of the peak of the impulse response to the rms
noise level in the tail of the impulse response. The peak is
the part of the signal that is the least corrupted by the addi-
tive room noise and therefore gives the best estimate of the
feedback path signal power. The impulse response is a se-
quence of 255 samples, but most of its energy is contained in
the first 32 samples following the overall delay. Thus the tail
of the impulse response consists almost entirely of room
noise and reverberation, and the rms room noise is computed
from the last 64 samples in the impulse response. The peak-
to-rms room noise ratio thus gives an indication of the qual-
ity of the estimated feedback path impulse response. A peak-
to-noise ratio of 30 dB or better has been empirically found
to yield good estimates of the response poles and zeros. The
peak-to-noise ratio is limited by the properties of the MLS
circular convolution to a maximum of about 48 dB.

3. Feedback path delay

The feedback path delay is determined using a two-step
process. The delay is first estimated by finding the peak of
the impulse response and then counting backwards a fixed
number of samples from the peak to locate the approximate
start of the impulse response. The peak of the impulse re-
sponse is used to determine the delay because it is the most
robust portion of the signal in the presence of additive noise.
A search is then performed using candidate delay values
above and below the approximate start delay estimated from
the peak. The delay value yielding the best pole-zero model
fit to the measured impulse response is then selected as the
feedback path delay.

4. Poles and zeros

The poles and zeros of the filter modeling the feedback
path are determined from the impulse response using the
ARX procedure of Ljung~1987!. The ARX algorithm is a
joint optimization procedure in which the pole and zero co-
efficients are determined at the same time. Define the follow-
ing sequences:

~i! r (n)5the feedback path impulse response.
~ii ! q(n)5a segment of white noise.
~iii ! t(n)5the noise sequenceq(n) filtered through the dc

zero filter D(z)512z21. This high-pass filtering is
to duplicate the dc zero filter used in the running ad-
aptation to remove the dc bias in the sampled data.

~iv! z(n)5r (n)* t(n), the filtered noise convolved with
the impulse response.

The ARX procedure is used to find the filter which, when
convolved with t(n), produces the closest match toz(n).
Define the regression vector

w~n!5@2z~n21!,2z~n22!,...,

2z~n2ma!,t~n2D!,t~n2D21!,...,

t~n2D2mb11!#T, ~1!

wherema is the number of poles in the model,mb is the
number of zero coefficients~number of zeros plus 1!, andD
is the estimated feedback path delay. The optimal coefficient
vector is then found by solving the set of linear equations
Pu5c for the coefficient vectoru, where

P5F (
n50

N21

w~n!wT~n!G , c5F (
n50

N21

w~n!z~n!G . ~2!

The correlation matrixP is symmetric positive definite, so
the set of linear equations is solved using the Cholesky fac-
torization of P followed by forward and back substitution.
The pole coefficientsa are given by the firstma entries inu
and the zero coefficientsb are given by the remainingmb
entries inu. The modeled feedback path filter transfer func-
tion is then given by

W~z!5z2D~12z21!
(m50

mb21bmz2m

11(k51
ma akz

2k . ~3!

The resultant model can be considered to be a delay and a dc
zero followed by an all-pole IIR filter in series with a FIR
filter.

FIG. 2. Block diagram of the run-time
system for the adaptive feedback can-
cellation.
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B. Running adaptation

The adaptive feedback cancellation, shown in Fig. 2,
uses LMS adaptation~Widrow et al., 1976! to adjust the ze-
ros of the FIR filter that forms part of the model of the
feedback path. The poles of the all-pole IIR filter remain
frozen at the values determined during initialization. The ad-
aptation proceeds closed-loop, and no additional noise is in-
jected. The adaptive processing is implemented in block
form, with the adaptive coefficients updated once for each
block of data. The LMS adaptation over the block of data
minimizes the error signal given by

«~m!5 (
n50

N21

en
2~m!5 (

n50

N21

@sn~m!2vn~m!#2, ~4!

wheresn(m) is the microphone input signal andvn(m) is the
output of the FIR filter for blockm and samplen within the
block, and there areN samples per block. The constrained
adaptation described by Kates~1999! can also be used. The
LMS coefficient update for the set of adaptive FIR filter zero
coefficients$bk% is given by

bk~m11!5bk~m!12m (
n50

N21

en~m!dn2k~m!, ~5!

wheredn2k(m) is the input to the adaptive filter, delayed by
k samples, for blockm. Power normalization of the adapta-
tion step size gives improved system performance and is
implemented by setting

m5m0 /^d2~n!&, ~6!

whered(n) is the vector of present and past adaptive filter
input samples.

III. PERFORMANCE METRIC

The performance metric used in this study is the esti-
mated maximum stable gain~MSG!. Kates ~1999! showed
that the hearing aid will be stable if the following condition
is met:

uH~v!uuW~v!2F~v!u,1, ~7!

whereH(v) is the hearing aid gain,W(v) is the feedback
path model, andF(v) is the actual feedback path response.
W(v) is given by Eq.~3! with z215e2 j v. The maximum
stable hearing aid gain as a function of frequency is then

uH~v!u,1/uW~v!2F~v!u. ~8!

The MSG is the maximum allowable gain value assuming a
flat frequency response for the hearing aid:

MSG5Minv@1/uW~v!2F~v!u#. ~9!

The MSG is therefore determined by the frequency at which
the mismatch between the feedback model and the actual
feedback path is greatest. If no feedback cancellation is used,
W(v)50 and the MSG will be determined by the peak of
the measured feedback path responseF(v). In general, the
greatest mismatch will occur in the vicinity of the peaks in
the measured feedback path frequency response.

To compute the MSG, the impulse response of the feed-
back path is first measured using the MLS approach de-

scribed above. The pole-zero model is then fit to the mea-
sured impulse response, resulting in the model delay, pole
coefficients, and zero coefficients used in Eq.~3!. The fre-
quency response of the feedback path model is then com-
puted along with the frequency response of the measured
feedback path. The absolute value of the difference between
the modeled and measured feedback path frequency re-
sponses is then computed. The absolute value of the differ-
ence is then inverted, and the minimum found and converted
to dB.

IV. METHODS

A. Test configuration

The effects of reverberation on feedback cancellation
were studied for feedback path measurements made in an
office. A behind-the-ear~BTE! hearing aid was mounted on
the right ear of an ‘‘Eddi’’ acoustic manikin, and the manikin
was placed on a wheeled platform. An open fitting, in which
the earmold was replaced by the receiver tubing held in place
with an annular support, was used to get the greatest possible
intensity for the feedback path signal. The ear of the manikin
was approximately 2.5 ft above floor level. The hearing aid
was connected via a cable to a real-time digital processing
system, and the sampling rate was 15.625 kHz. The ear canal
in the ‘‘Eddi’’ manikin reproduces the shape of a human ear
canal, but it is terminated by a rigid wall rather than by a
network duplicating the acoustic impedance at the ear drum.
The feedback path response measured in the ‘‘Eddi’’ mani-
kin has been empirically determined to be about 10 dB more
intense than that measured for a comparable human ear;
however, it has the same general spectral shape and temporal
structure.

The feedback path response was measured for a dummy
head placed at eight locations in an office representative of a
small room. The office floor plan is shown in Fig. 3. The
ceiling consists of acoustical tile at a height of 8 ft, with the

FIG. 3. Office used for the feedback path measurements. The ‘‘Eddi’’
dummy head was placed on a moveable platform. Measurements were ob-
tained using the right ear of the dummy head at each of the numbered
locations. The locations are on a grid with a six-inch spacing.

370 370J. Acoust. Soc. Am., Vol. 109, No. 1, January 2001 James M. Kates: Reverberation and feedback cancellation



plenum above the ceiling extending for another 6 ft. The
office walls are painted gypsum board. The floor is carpeting
with a looped pile and installed over a concrete slab. The
office door was open as shown during the measurements.
The effects of reverberation on the feedback path will be
dominated by the early reflections from the hard walls and
floor. Reflections at longer time delays will be less intense,
and will tend to be subsumed into the background noise.
Thus the early reflection pattern is more important than the
reverberation time in assessing the room effects on the feed-
back path. The timing and amplitude of the early reflections
will be different in different rooms; a corridor with walls
close to the aided ear will typically cause larger peaks and
valleys in the feedback path frequency response, while a
large room with walls further from the aided ear will typi-
cally have reduced frequency response perturbations.

The eight measurement positions are indicated by the
crosses in the figure, numbered from 1 through 8. At each
location the right ear of the manikin was used, and the mani-
kin always faced away from the office door. The measure-
ment locations are on a grid with 6-in. spacing. The time
delays for early reflections from the walls to either side of
the manikin will shift by about 1 ms as it is moved from one
location to the next, and this will shift the locations of the
peaks and valleys in the feedback path frequency response
perturbations caused by the reflections.

B. Initialization and measured feedback path

The feedback model initialization as described in the
section above was performed for each of the eight locations.
The first step in the initialization was to acquire the feedback
path response to the periodic MLS excitation, after which the
summed periodic response was uploaded to the host com-
puter. The analysis and signal processing was then continued
on the host computer using a MATLAB simulation of the
remaining initialization steps. The filter coefficient calcula-
tions were performed using the circularly wrapped feedback
path impulse response data as shown in Fig. 4. The all-pole
IIR filters all had five poles, and the FIR filters had either 8,

16, or 32 taps. The use of a five-pole IIR filter has proven to
be very robust in practice; the poles tend to model the re-
ceiver and tubing resonances, and the zeros model the re-
maining acoustic aspects of the feedback path. The feedback
cancellation has proven to be effective in nearly all environ-
ments even though the poles are initialized in the hearing-aid
dispenser’s office.

The feedback path impulse response was obtained by the
circular convolution of the MLS sequence with the summed
response to the periodic 255-sample MLS excitation. The
result was scaled to adjust for the excitation amplitude and
the number of periods summed. An excitation amplitude of
0.016 was used as this was found to give the highest PNR,
thus minimizing the possibility of distortion corrupting the
reverberation measurement. A total of 10 s of data was ac-
quired at each of the eight locations in the room. The hearing
aid was left in place on the dummy head as it was moved
from one location to the next to determine the effects of
changing position within the room. As a control, the dummy
head was placed at location 1 in the room and eight impulse
responses sequentially acquired at the same location; these
impulse responses showed the test/retest reliability and the
effects of noise on repeated measurements.

The background noise level in the office was approxi-
mately 54 dB SPL~C weighted!, measured with a Radio
Shack model 33-2050 sound level meter, and was primarily
due to the heating and ventilation system. The sound pres-
sure level at the ear canal opening of the dummy head during
the measurements was about 70 dB SPL~C weighted!, and
the level at the BTE microphone was about 57 dB SPL~C
weighted!. The 10-s averaging of the MLS responses im-
proves the SNR of the measurement by about 28 dB, and the
255-point MLS itself improves the SNR by about 24 dB
compared to an impulse response obtained using a single
click excitation~Dunn and Hawksford, 1993!. The net SNR
for the measured impulse response after the circular correla-
tion is therefore approximately~57254!128124555 dB.

C. Adapted MSG

A further concern is whether a system initialized at one
location can effectively adapt to a different location in the
room. To investigate this question, the adaptive run-time sys-
tem was also simulated in MATLAB. The feedback path
impulse response was computed using the MLS procedure,
and the remaining initialization steps performed using the
wrapped impulse response with the pole and zero filter coef-
ficients computed using the ARX procedure and saved. Be-
cause of the periodic excitation and circular convolution, the
tail of the impulse response is wrapped around to the begin-
ning of the period. To give a causal system, the impulse
response was then unwrapped, with the wrapped tail moved
from the beginning to the end of each impulse response. The
FIR filter coefficients were then all reset to zero, and the
adaptation proceeded using the unwrapped impulse re-
sponses as shown in Fig. 6. The adaptation thus proceeded
with the poles for the starting location, but with the zeros
adapting to the feedback path for a second location. This
procedure duplicated the effects of setting up the hearing aid
in a dispenser’s office, where the pole coefficients are frozen

FIG. 4. Eight impulse responses obtained from repeated measurements at
location 1.
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after the initialization, and then moving to another location
where the zero filter coefficients are free to adapt. A total of
4 s of white noise excitation, signalx(n) in Fig. 2, was
processed as the input to the simulation, with the adapted
MSG obtained by averaging four samples taken during the
last second of the excitation at 0.2-s intervals. The LMS
adaptation time constant was set tom052.531027 so that
steady-state feedback cancellation behavior was achieved af-
ter processing three seconds of the white noise excitation,
and the block size wasN556 samples.

A subset of four locations were chosen for the adapta-
tion experiment. Full-length feedback path measurements
from locations 1, 3, 5, and 7 were used for adaptive FIR
filters having 8 and 16 taps. The 32-tap filter was not used
because the initialization 32-tap FIR filter results were not
significantly different from those of the 16-tap FIR filter. The
IIR filters all had five poles. The pole and zero filter coeffi-
cients were initialized for one location within the room. The
pole coefficients were frozen, and the zero filter coefficients
were cleared and then allowed to adapt to the feedback path
measured for the same or for a different location. The filter
coefficients and the adaptation operations were quantized to
16 bits in the MATLAB simulation.

V. RESULTS AND DISCUSSION

A. Measured feedback path

The measured impulse responses determined using the
MLS procedure are plotted in Fig. 4 for the eight repeated
measurements at location 1 and in Fig. 5 for the eight room
locations. The variance in the repeated measurements at the
same location is much lower than for the set of measure-
ments at the different room locations, indicating that the
changes in the feedback path impulse response with room
location are due to the changes in the reflection patterns and
are not an artifact of noise or poor measurement repeatabil-
ity.

The unwrapped impulse response, with the wrapped tail
moved from the beginning to the end of each response, is
presented in Fig. 6 for the repeated measurements at the

same location and in Fig. 7 for the eight room locations. The
first 100 samples represent the time delay primarily due to
the digital processing algorithm used to acquire the data,
with additional delays due to the A/D and D/A converters,
the microphone and receiver group delay, and the acoustic
delay due to the receiver tubing. It is apparent from the over-
laid responses in Fig. 7 that there is very little variation dur-
ing samples 100–150 of the unwrapped response as the room
location is changed. This is the time interval where the ring-
ing of the receiver resonances and the immediate acoustic
effects of the ear canal and pinna would be expected to
dominate, followed by the shoulder bounce~mounting board
for the dummy head! approximately 20–25 samples later.
These acoustic factors would not be expected to depend on
the location within the room.

The first room reflection appears at about sample 160 in
Figs. 6 and 7. This signal is probably due to a reflection from
the opened office door, since measurements made with the
door closed did not show this reflection. However, substan-

FIG. 5. Eight impulse responses consisting of one impulse response from
each of the eight measurement locations.

FIG. 6. Eight unwrapped impulse responses obtained from the repeated
measurements at location 1.

FIG. 7. Eight unwrapped impulse responses consisting of one impulse re-
sponse from each of the eight measurement locations.
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tial variation is seen in the interval between 180 and 250
samples in Fig. 7. As the manikin is moved within the room,
there will be shifts in the distance from the hearing aid to the
walls near the table and desk, as shown in Fig. 3. Thus the
reflections from these two walls will arrive at different times,
creating the apparent randomness in the overlaid impulse
responses. There is another strong reflection with very little
variance at about 340 samples, indicating a reflection path
such as a ceiling reflection that would not depend strongly on
the location of the manikin in the room. Reflections at longer
time delays will be wrapped around the periodic response
and will tend to appear as additional noise.

Distortion in the hearing aid could also cause artifacts to
appear in the measured impulse response. Distortion would
be caused by nonlinear responses to the excitation signal.
However, the same nonlinear reactions would always occur
in response to the same subsequences of the MLS sequence.
Thus the distortion effects would be the same for each period
of the excitation and would not depend on the location
within the room. The variation in the tails of the impulse
responses shown in Fig. 7 is therefore evidence that rever-
beration and not distortion is the dominating factor corrupt-
ing the measured feedback path impulse response.

The magnitude frequency responses computed from the
feedback path impulse responses of Figs. 6 and 7 are plotted
in Figs. 8 and 9, respectively. The variation in the impulse
responses translates into a corresponding variation in the fre-
quency responses. The greatest variation in dB is at the low
and high frequencies where the signal is weakest, and the
least variation at the frequency response peaks. The fre-
quency response curves of Fig. 8, computed from the eight
impulse responses measured at location 1, show very little
variance in the vicinity of the peaks at 2.8 and 3.7 kHz, with
the different responses spanning less than 0.5 dB. In contrast,
the eight measurements at the different room locations span a
2-dB range in the vicinity of the response peaks. Thus small
displacements within the room can result in noticeable dif-

ferences in the feedback path impulse and frequency re-
sponses.

The reverberation effects can be minimized by tempo-
rally windowing the impulse response~Rife and Vander-
kooy, 1989; Dunn and Hawksford, 1993!. To apply the win-
dow, the peak of the impulse response was first located. The
window consisted of a linearly rising portion starting at ten
samples before the peak and rising to unity gain at the peak,
followed by a 40-point section having unit gain, and then by
a 25-point section linearly decreasing back to zero. The total
window duration was thus 75 samples~4.7 ms!. This window
was applied to the eight impulse responses acquired for the
different room locations and plotted in Figs. 5 and 7, and the
resultant magnitude frequency responses are plotted in Fig.
10. The frequency response curves for the windowed data are
much smoother than for the entire impulse response, and
show much less variation with room location.

The ability of the feedback cancellation system to model

FIG. 8. Magnitude frequency responses computed from the eight repeated
feedback path impulse responses shown in Fig. 4.

FIG. 9. Magnitude frequency responses computed from the eight feedback
path impulse responses at each location shown in Fig. 5.

FIG. 10. Magnitude frequency responses computed from the eight feedback
path impulse responses at each location shown in Fig. 5 after application of
a time-domain window. The window consisted of a 10-sample linearly ris-
ing portion to the peak of the impulse response, a flat portion of 40 samples,
and a linearly decreasing portion of 25 samples.
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the feedback path response is illustrated in Fig. 11. The fig-
ure shows the magnitude frequency response of a feedback
path measured at room location 1, along with the response of
the ARX five-pole seven-zero~8-tap FIR filter! model fit to
the data. The feedback path has a pair of peaks, one at about
2.8 kHz and the other at about 3.7 kHz. The model is able to
accurately reproduce these peaks. The pole-zero model pro-
duced by the ARX procedure can be viewed as a smooth
curve that fits the major features of the feedback path fre-
quency response but ignores the response ripples and fine
structure. The shape of the pole-zero model is similar to the
frequency response of the windowed data shown in Fig. 10,
indicating that the model represents primarily the feedback
path in the vicinity of the ear. This smooth curve models the
short-time behavior of the impulse response, which includes
the microphone, receiver, ear canal, and pinna resonances,
but it is too short to include the room reverberation.

B. Initial MSG

1. Impulse response with reverberation

The next question is whether the differences in the mea-
sured feedback paths cause differences in the expected feed-
back cancellation performance. The initialization calcula-
tions were performed for a five-pole IIR filter in series with
an 8-, 16-, or 32-tap FIR filter for each of the eight locations.
In addition, the PNR, the MSG without feedback cancella-
tion, and the MSG with feedback cancellation were com-
puted for each of the combinations of FIR filter length and
location. The results are based on the ARX model fit to the
data; the run-time adaptation was not used. The results are
shown in Table I. The PNR ranges from 33.2 to 36.6 dB,
with an average of 34.9 dB. The MSG without feedback
cancellation averages 7.7 dB, while that for the 8-tap FIR
filter gives 16.4 dB, the 16-tap FIR filter gives an average of
19.9 dB, and the 32-tap FIR filter gives an average of 20.7
dB. Thus the feedback cancellation using the 8-tap FIR filter
results in an 8.7 dB improvement in the expected maximum
gain over no feedback cancellation. Increasing the FIR filter
length to 16 taps improves the expected performance by just
3.5 dB, and doubling the length again to 32 taps adds only an
additional 0.8 dB.

A two-way analysis of variance~ANOVA ! was per-
formed on the data of Table I, and the results are presented in

Table II. The factor of the number of taps in the FIR filter~T!
was significant, but the initialization location~I! was not. A
Tukey HSDposthocanalysis indicates that the conditions of
no feedback cancellation, the 8-tap FIR filter, and the 16-tap
FIR are significantly different at the 0.01 level. The 32-tap
FIR filter results are not significantly different from those of
the 16-tap FIR filter.

The 32-tap filter should be long enough to model the
shoulder bounce, but this increased filter length did not make
a significant improvement in feedback cancellation perfor-
mance. Successfully modeling the reverberation within a
room requires a much longer filter; acoustic echo cancella-
tion, for example, can require a FIR filter of up to 4000 taps
at an 8-kHz sampling rate to model the room reverberation,
and using ARMA techniques to model the room reverbera-
tion can still require on the order of 250 pole coefficients and
450 zero coefficients~Hanedaet al., 1994!.

An additional concern is the criterion for computing the
ARX model fit, which is to minimize the mean-squared error
between the observed response and the model. The model
thus minimizes the average deviation, while the stability, and
the related MSG criterion, is controlled by the maximum
deviation, which may not be improved by the increased filter

FIG. 11. Magnitude frequency response computed from a single feedback
path impulse response for room location 1~solid line! and the ARX five-
pole seven-zero model fit to the response~dashed line!.

TABLE I. Peak-to-noise ratio~PNR! and maximum stable gain~MSG! in dB for the initial feedback cancel-
lation poles and zeroes. The test conditions are no feedback cancellation, an 8-tap FIR filter, a 16-tap filter, and
a 32-tap filter. No filter adaptation has taken place.

Room
location PNR~dB!

MSG ~dB!

No FB cancellation 8-tap FIR 16-tap FIR 32-tap FIR

1 33.7 7.0 17.1 20.4 22.1
2 34.2 7.5 18.1 18.1 21.2
3 34.5 7.6 15.7 20.5 19.2
4 35.0 7.8 15.5 19.7 19.1
5 33.2 8.0 15.3 18.6 17.4
6 36.5 7.6 15.9 21.0 21.7
7 36.1 8.1 17.4 19.7 23.4
8 36.6 8.1 16.3 21.2 21.5

Average 34.9 7.7 16.4 19.9 20.7
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length. Increasing the FIR filter length will be of minimal
benefit if it cannot be made long enough to include all of the
important room reverberation effects and still retain a reason-
able computational load.

2. Windowed impulse response

Even though the benefit of a longer FIR filter is limited
by the presence of room reverberation, there may be some
conditions where increasing the filter length will lead to mea-
surable improvements in feedback cancellation performance.
In situations where reverberation is minimal, the degrees of
freedom in the longer filter will not be wasted trying to
model the reverberation, but will instead be available to
model the feedback path in the vicinity of the head.

Reduced reverberation was simulated by windowing the
measured impulse response. The window was the same as
used for the magnitude frequency response curves of Fig. 10.
For each of the eight locations, the MSG without feedback
cancellation and the MSG with feedback cancellation using
8-tap, 16-tap, and 32-tap FIR filters were computed for the
windowed impulse response data. The results are shown in
Table III. The MSG without feedback cancellation averages
8.4 dB, while that for the 8-tap FIR filter gives 19.6 dB, the
16-tap FIR filter gives an average of 22.8 dB, and the 32-tap
FIR filter gives an average of 28.8 dB. Thus the feedback
cancellation using the 8-tap FIR filter results in a 11.2 dB
improvement in the expected maximum gain over no feed-
back cancellation. Increasing the FIR filter length to 16 taps
improves the expected performance by only 3.2 dB, and dou-
bling the length again to 32 taps adds a further 6.0 dB.

A two-way analysis of variance~ANOVA ! was per-
formed on the data of Table III, and the results are presented
in Table IV. The factor of the number of taps in the FIR filter
~T! was significant, but the initialization location~I! was not.
A Tukey HSD posthocanalysis indicates that the four test
conditions of no feedback cancellation and the three different
filter lengths are all significantly different at the 0.01 level.

These results confirm the supposition that the benefit of
longer filters depends on the amount of reverberation. In-
creasing the number of taps in the filter allows a better model
of either the reverberation or the residual error in the ear-
level feedback path, depending on which is greater. Increas-
ing the FIR filter length from 8 to 16 taps yielded similar
results for the full-length and windowed impulse responses,
which indicates that the 16-tap filter is still modeling the
ear-level feedback path and not the room. The 32-tap FIR
filter gave a much bigger improvement for the windowed
impulse response than for the full-length response, which
indicates a much better model of the ear-level response than

for the shorter filters in the absence of reverberation. When
reverberation is present, however, the 32-tap filter tries to
model the reverberation ripples because these ripples in the
frequency response are greater in magnitude than the residual
errors in modeling the ear-level feedback path.

Room reverberation causes perturbations in the feedback
path response that depend on the location within the room. A
short feedback-cancellation filter will fit a smooth curve
through the measured data, and will thus give an average
improvement that will be similar everywhere in the room
because the reverberation is essentially ignored in the feed-
back path model. The stronger the reverberation, the less the
benefit because the errors between the actual feedback path
and the model will be greater. A longer filter in the absence
of reverberation, as simulated by the windowed response,
will do a better job of modeling the ear-level feedback path
and will give additional headroom. However, the longer filter
will try to model the reverberation when it is present, and
very little benefit will result from the increased filter length
unless the filter is long enough to substantially encompass
the early reflections in the room.

C. Adapted MSG

The MSG results for a system initialized at one location
and allowed to adapt to the same or different location are
presented in Table V. The average initial MSG values for the
four selected locations are essentially the same as for the
complete set of eight locations, and show an initial predicted
benefit of 3.4 dB for the 16-tap FIR filter in comparison with

TABLE II. Two-factor analysis of variance~ANOVA ! for the initial feedback cancellation maximum stable
gain ~MSG! data of Table I.

Source of
variation

Sums of
squares

Degrees of
freedom

Mean
squares F Signficance

Taps in FIR filter 848.17 3 282.72 219.42 0.001
Initialization location 16.42 7 2.35 1.82 0.136
I 3T 27.06 21 1.29
Total 891.65 31

TABLE III. Maximum stable gain~MSG! in dB for the initial feedback
cancellation poles and zeroes computed for the windowed impulse re-
sponses. The window consisted of a 10-sample linearly rising portion to the
peak of the impulse response, a flat portion of 40 samples, and a linearly
decreasing portion of 25 samples. The test conditions are no feedback can-
cellation, an 8-tap FIR filter, a 16-tap filter, and a 32-tap filter. No filter
adaptation has taken place.

Room
location

MSG ~dB!

No FB
cancellation 8-tap FIR 16-tap FIR 32-tap FIR

1 8.3 19.8 23.8 27.8
2 8.1 20.8 22.4 31.4
3 8.0 19.1 23.0 27.4
4 8.3 19.6 21.8 26.1
5 8.5 19.2 22.4 28.7
6 8.4 19.2 23.7 30.0
7 8.9 19.8 21.8 29.4
8 8.5 19.4 23.6 29.2

Average 8.4 19.6 22.8 28.8
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the 8-tap filter. The average after adaptation shows a pre-
dicted benefit of 2.8 dB for the 16-tap FIR filter in compari-
son with the 8-tap filter, so the adaptation has improved the
performance of the 8-tap filter slightly more than that of the
16-tap filter. The variation in the adapted MSG with room
location is a result of the differences in the error between the
actual and adapted feedback paths; the error is a result of the
peaks and valleys in the feedback path frequency response
introduced by the reverberation, and these perturbations will
change with location. An individual reflection may be stron-
ger in one location than in another, and the resultant error
greater.

A three-factor analysis of variance~ANOVA ! was used
to analyze the data of Table V, and the ANOVA results are
presented in Table VI. The factors of the adaptation location
~A! and the number of taps~T! in the FIR filter were signifi-
cant atp,0.01, as was the interaction of the adaptation lo-
cation with the number of taps. The initialization location~I!
and the remaining interactions were not significant.

That the adaptation location was significant, but the ini-
tialization location was not, indicates that the feedback can-
cellation performance is controlled by where the user is lo-
cated within the room and not by the initialization location. It
also indicates that the poles computed at any location are
valid at any other location within the room. Thus the change
in the room reverberation pattern with location within the
room has only minimal effects on the computed poles, and
the poles can be considered to be independent of reverbera-
tion. The reverberation primarily affects the FIR filter coef-
ficients, and the feedback cancellation system will adapt to
provide the best model of the overall feedback path that it
can at any given location. The reverberation reduces the ben-

efit of the feedback cancellation by increasing the mismatch
between the modeled and actual feedback paths, and this
mismatch will depend on the location within the room.

The interaction of the adaptation location and the initial-
ization location was not significant. Thus the adapted perfor-
mance of the feedback cancellation did not depend on
the initialization location. This result is another argument
that the poles of the feedback path model are essentially the
same no matter where the initialization is performed in the
room. The poles give a smooth curve fit to the feedback path
frequency response, and this smooth curve represents prima-
rily the ear-level feedback path and is independent of loca-
tion.

The number of taps in the adaptive FIR filter was sig-
nificant but, as noted above, the difference in going from an
8-tap to a 16-tap filter was relatively small. The interaction
of the adaptation location and the number of taps was also
significant. Thus the benefit of increasing the FIR filter
length depends on the location within the room. The feed-
back path frequency response can be considered to be a
smooth curve representing the hearing aid and ear effects,
with superimposed ripples from the reverberation. Increasing
the FIR filter length will give a somewhat better model of the
smooth curve representing the hearing aid and ear, but is
inadequate to model the reverberation ripples. However, the
longer filter will change the amplitude and phase of the feed-
back path model response so that for some locations consis-
tently greater headroom is available than for other locations.

VI. CONCLUSIONS

Room reverberation can affect feedback cancellation in
hearing aids, with the strength of the effects depending on

TABLE IV. Two-factor analysis of variance~ANOVA ! for the initial feedback cancellation maximum stable
gain ~MSG! data of Table III.

Source of
variation

Sums of
squares

Degrees of
freedom

Mean
squares F Signficance

Taps in FIR filter 1757.70 3 585.90 679.31 0.001
Initialization location 8.32 7 1.19 1.38 0.265
I 3T 18.11 21 0.86
Total 1784.14 31

TABLE V. Maximum stable gain~MSG! in dB for the feedback cancellation poles and zeros initialized for one
location in the room, the zero coefficients cleared, and the adaptive system then allowed to adapt the zeros to
the feedback path measured at a different location.

Adaptive
FIR taps

Initial
location

Initial
MSG ~dB!

Adaptive MSG in dB for room location

1 3 5 7 Average

8 1 17.1 18.2 17.0 15.3 18.0 17.1
3 15.7 18.6 17.3 15.7 17.9 17.4
5 15.3 18.7 18.0 15.9 19.0 17.9
7 17.4 18.7 17.3 15.7 18.5 17.6

Average 16.4 18.6 17.4 15.7 18.4 17.5

16 1 20.4 20.2 21.1 18.6 21.8 20.4
3 20.5 20.0 21.1 18.4 22.6 20.5
5 18.6 20.3 20.6 18.8 21.1 20.2
7 19.7 19.5 20.2 18.3 21.2 19.8

Average 19.8 20.0 20.8 18.5 21.7 20.3
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the acoustical conditions. These effects were studied using a
BTE hearing aid mounted on a dummy head and coupled to
the ear canal via an open fitting. The feedback path impulse
response was measured for eight closely spaced locations in
a typical office. The maximum stable gain was estimated
without feedback cancellation, for the initial feedback path
model filter coefficients, and after adaptation using a simu-
lation of adaptive feedback cancellation processing.

The impulse response measurements show that the feed-
back path impulse response can be divided into a short-time
portion consisting of the ear-level factors of the microphone,
receiver, ear canal, vent, and pinna resonances, and into a
long-time portion consisting of the room reverberation. The
short-time portion of the feedback path response can be ac-
curately represented using an ARMA model consisting of a
five-pole IIR filter in series with an 8-tap FIR filter. The
ARMA model fits a smooth curve through the feedback path
frequency response, minimizing the effects of the room lo-
cation and reverberation in fitting the poles and zeros. In-
creasing the length of the FIR filter from 8 to 16 taps im-
proves the model accuracy, but yields only a 3- to 3.5-dB
improvement in the estimated available amplifier headroom.
Further increasing the FIR filter length to 32 taps yields a
benefit only when reverberation is minimal.

The changes in the measured responses with room loca-
tion indicate that reverberation and not distortion dominates
the long-time portion of the feedback path impulse response,
and major features of the tail of the impulse response corre-
late with reflections from surfaces in the room. Because of
the length of the reverberation response, it cannot be mod-
eled with a filter short enough to be practical in a wearable
hearing aid. The mismatch between the modeled and actual
feedback paths limits the headroom increase that can be
achieved when using feedback cancellation to approximately
10–15 dB. The actual feedback cancellation performance de-
pends on the room acoustics and location within the room,
and will therefore vary as the user moves about.

The feedback cancellation techniques discussed in this
article are covered by United States and international patent
applications.
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Recognition of time-distorted sentences by normal-hearing
and cochlear-implant listeners
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This study evaluated the effects of time compression and expansion on sentence recognition by
normal-hearing~NH! listeners and cochlear-implant~CI! recipients of the Nucleus-22 device.
Sentence recognition was measured in five CI users using custom 4-channel continuous interleaved
sampler~CIS! processors and five NH listeners using either 4-channel or 32-channel noise-band
processors. For NH listeners, recognition was largely unaffected by time expansion, regardless of
spectral resolution. However, recognition of time-compressed speech varied significantly with
spectral resolution. When fine spectral resolution~32 channels! was available, speech recognition
was unaffected even when the duration of sentences was shortened to 40% of their original length
~equivalent to a mean duration of 40 ms/phoneme!. However, a mean duration of 60 ms/phoneme
was required to achieve the same level of recognition when only coarse spectral resolution~4
channels! was available. Recognition patterns were highly variable across CI listeners. The best CI
listener performed as well as NH subjects listening to corresponding spectral conditions; however,
three out of five CI listeners performed significantly poorer in recognizing time-compressed speech.
Further investigation revealed that these three poorer-performing CI users also had more difficulty
with simple temporal gap-detection tasks. The results indicate that limited spectral resolution
reduces the ability to recognize time-compressed speech. Some CI listeners have more difficulty
with time-compressed speech, as produced by rapid speakers, because of reduced spectral resolution
and deficits in auditory temporal processing. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1327578#

PACS numbers: 43.71.Ky, 43.66.Ts@CWT#

I. INTRODUCTION

Most normal-hearing listeners, despite a multitude of
talkers, dialects, and adverse environmental conditions, eas-
ily recognize spoken language because they are provided
with highly redundant speech information. While electric
stimulation of the auditory nerve with a cochlear implant can
partially restore hearing sensation to deaf listeners, speech
recognition by CI users can be easily affected by surrounding
environmental conditions. One typical adverse listening situ-
ation involves background noise. Although new speech pro-
cessors and processing strategies have resulted in better rec-
ognition performance in noise~Arndt et al., 1999!, it remains
more difficult for CI users to understand speech in noise than
NH listeners~Müller-Deiler et al., 1995; Fuet al., 1998!.
The limited spectral resolution provided by the implant de-
vice is thought to be the cause of noise susceptibility among
CI users~Fu et al., 1998!.

Another commonly encountered listening situation in-
volves some form of temporal waveform distortion. Tempo-
ral waveform distortion characterizes reverberant speech, in-
terrupted speech, and rapidly produced speech. Many studies
have been conducted to evaluate the effect of speaking rate
on speech recognition performance in NH listeners. One ap-
proach in evaluating the effect of speaking rate is to simply
alter the speed of the speech playback. However, this ap-
proach also significantly distorts the speech signal’s fre-

quency content. Fairbankset al. ~1954! developed an elec-
tromechanical device to accelerate recorded speech without
introducing the pitch change that would result from simply
increasing the speed of the speech playback. Word intelligi-
bility as a function of time compression was measured using
this device~Fairbanks and Kodman, 1957!. The stimulus ma-
terials were 50 phonetically balanced monosyllables with a
mean duration of 180 ms per phoneme. The data showed
near-perfect recognition when the stimulus words were
shortened to 20% of their original duration. When the words
were shortened to 10% of their original duration, intelligibil-
ity approached 50% correct. Daniloffet al. ~1968! examined
the effects of various degrees of time compression on vowel
recognition. They found that time compression did not affect
intelligibility appreciably until the phonemes were shortened
to 30% of their original duration. Nagafuchi~1976! further
investigated the intelligibility of time-distorted speech
sounds by normal-hearing children, using 20 monosyllabic
words. He found that discrimination was largely unaffected
when the words were lengthened to 300% of their original
duration. However, recognition began to gradually decrease
when the words were shortened to 50% of their original du-
ration and recognition began to rapidly deteriorate when the
words were shortened to 25% of their original duration. Wil-
son et al. ~1994! examined that effect of time compression
on the intelligibility of Northwestern University Auditory
Test No. 6. Word recognition scores dropped from 90% to
25% when the compression ratio increased from 45% to
75%. There was a gradual decrease in recognition perfor-a!Electronic mail: qfu@hei.org
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mance~21% correct recognition per 1% compression! as the
compression ratio increased from 45% to 65%. As the com-
pression ratio increased from 65% to 75%, there was a more
rapid decrease in recognition performance~22.8% correct
recognition per 1% compression!.

Recently, considerable attention has been paid to the
speech recognition deficits experienced by elderly listeners
and hearing-impaired listeners presented with time-
compressed speech signals. Stuart and Phillips~1998! mea-
sured word recognition performance by normal-hearing
young adults listeners with and without a simulated hearing
loss as a function of time compression ratio. They found that
word recognition scores decreased significantly as a function
of increased time compression and the simulated hearing
loss. There was a significant interaction between time com-
pression ratio and the degree of hearing loss, indicating that
loss of audibility alone cannot account for decrements in
word recognition performance with time-altered speech.
They suggested that both a loss of audibility and a loss in
temporal resolution might contribute to the recognition defi-
cits with time-compressed speech for hearing-impaired lis-
teners. Gordon-Salant and Fitzgibbons~1993! examined the
effect of time compression on speech recognition in both
young and elderly listeners. To reduce the effect of context,
they used the low-predictability sentences of the Speech Per-
ception in Noise~SPIN! test. They found no performance
differences between younger and elderly adult listeners when
sentences were not time distorted. However, age effects were
found when the sentences were time compressed at various
rates~30% to 60%!. The data also suggested that age and
hearing impairment contributed independently to deficits in
recognizing time-compressed speech.

CI listeners may have particular difficulty processing
rapid speech due to the limited spectral resolution. Further-
more, a deficit of auditory temporal processing in CI listen-
ers may also delay or disrupt processing of the acoustic cues
available in rapid speech. The purpose of the present study
was to investigate the effects of spectral resolution and au-
ditory temporal resolution on the recognition of time-altered
speech by normal-hearing and cochlear-implant listeners.
Several hypotheses concerning auditory resolution and time-
altered speech perception were explored.

The first hypothesis predicted that a loss of spectral reso-
lution would cause listeners to perform more poorly when
the speech rate was increased. A noise-band channel vocoder
~Shannonet al., 1995! has been used to quantify the effect of
reduced spectral information on speech performance. The
noise-band channel vocoder is capable of modifying any
combination of pitch and spectrum of speech signals because
of its independent parametric control of excitation~noise car-
rier bands!, spectrum~amplitude envelope across channels!,
and pitch~the number of output samples need not be equal to
the number of input samples!. Sentence recognition was
therefore measured in NH listeners using either 32-channel
noise-band processors~fine spectral resolution! or 4-channel
noise-band processors~coarse spectral resolution! as a func-
tion of time manipulation. The effect of spectral resolution
was determined by comparing NH listeners’ performance be-
tween the 32- and 4-channel noise-band processors.

The second hypothesis predicted that CI listeners could
perform as well as NH listeners listening to corresponding
spectral conditions. The continuous interleaved sampling
~CIS! strategy is a multichannel vocoder-like speech proces-
sor that has been used successfully in several implant sys-
tems ~Wilson et al., 1991!. The cochlear implant also pro-
vides a straightforward approach in investigating the effect
of time manipulation on speech recognition. Because the
spectral information of speech signals is mostly conveyed by
the locations of the stimulated electrode pairs, time manipu-
lations can be achieved by simply altering each channel’s
temporal envelope duration. As long as the channel-to-
electrode configuration is intact, this manipulation can speed
or slow the speech signal without introducing distortions to
the spectral content. Sentence recognition was therefore mea-
sured in CI listeners fitted with 4-channel CIS speech pro-
cessors as a function of time manipulation. The sentence
recognition performance of CI listeners was compared to that
of NH subjects listening to 4-channel noise-band processors.

The third hypothesis predicted that the auditory temporal
processing deficit of some CI listeners might also contribute
to their difficulty with time-compressed speech. Gap-
detection thresholds of CI listeners were therefore measured
and then compared to speech recognition measures obtained
for all CI subjects in an effort to quantify the relationship
between speech recognition performance and auditory tem-
poral processing.

II. METHODS

A. Subjects

Ten subjects~five NH and five CI listeners! participated
in this experiment. All NH subjects had thresholds better
than 15 dB HL at audiometric test frequencies from 250 to
8000 Hz~ANSI, 1989!; all NH listeners were between 25 to
35 years old, except one subject who was 53 years old. The
five CI subjects were postlingually deafened adults using the
Nucleus-22 device. Table I shows relevant information for
these five subjects.

All CI users had at least 3 years experience using the
SPEAK speech-processing strategy and all were native
speakers of American English. The Nucleus processor with

TABLE I. Subject information for five Nucleus-22 CI listeners who partici-
pated in the present study. Frequency table refers to the frequency allocation
used by the listener in their clinically assigned processor, as defined and
numbered by the manufacturer. Frequency table 7 has a frequency range of
120 to 8658 Hz while frequency table 9 has a range of 150 to 10 823 Hz.
Insertion depth is reported as the number of stiffening rings outside the
round window from the surgical report. A full insertion would be O rings
out.

Subject Age Gender
Cause of
deafness

Duration
of use
~years!

Insertion
depth

~rings out!
Frequency

table

N3 55 M Trauma 6 3 7
N4 39 M Trauma 4 4 9
N7 54 M Unknown 4 0 9
N9 55 F Hereditary 7 4 9
N19 68 M Noise-

induced
3 6 7
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the SPEAK strategy divides an input acoustic signal into 20
frequency bands, extracts the amplitude envelope from all 20
bands, and then stimulates the electrodes corresponding to
the 6 to 10 bands containing the maximal amplitude~Selig-
man and McDermott, 1995!. The frequency allocation table
specifies the frequency range covered by the speech proces-
sor. Three subjects~N4, N7, and N9! used frequency alloca-
tion table 9~150–10 823 Hz! in their clinically assigned pro-
cessor, and two subjects~N3 and N19! used table 7~120
Hz–8658 Hz!. All implant subjects had 20 active electrodes
available for use.

B. Signal processing

For CI users, the 4-channel CIS speech processors were
implemented as follows. The signal was first pre-emphasized
~first-order Butterworth high-pass filter with a cutoff fre-
quency of 1200 Hz!, then band-pass filtered into four broad
frequency bands using eighth-order Butterworth filters. The
five corner frequencies~23 dB down points! of the four
bands were: 300, 713, 1509, 3043, and 6000 Hz. The tem-
poral envelope of each band was extracted by half-wave rec-
tification and low-pass filtering~eighth-order Butterworth
with a 160-Hz cutoff frequency!. For time-distorted speech,
the temporal envelope of each band was compressed~short-
ened! or expanded~lengthened! in time by a linear interpo-
lation method. For example, assume that the ratio between
the duration of the manipulated sentence and original sen-
tence isg ~ranging from 0.2 to 2.0! and the total number of
samples for original sentence isN. For a given sample loca-
tion n of the manipulated sentence, the output sampley(n)
would be

y~n!5x~m!1a@x~m11!2x~m!#

0<n,N* g, 0<m,N,

where m is the integral part of the productn/g, a is the
remainder, andx(m) is the original sample. This linear ma-
nipulation effectively shortens or lengthens the duration of
the output speech relative to the input speech; speech is
therefore sped up or slowed down. Seven time manipulation
conditions were created, including four compressed condi-
tions, one undistorted condition, and two expanded condi-
tions. The ratios between the duration of the manipulated
sentence and original sentence were 0.3, 0.4, 0.6, 0.8, 1.0,
1.5, and 2.0. The current level~E! of electric stimulation in
each band was set to the acoustic envelope value~A! raised
to the power of 0.2~Fu and Shannon, 1998!. This trans-
formed amplitude was used to modulate the amplitude of a
continuous, 500 pulse/s biphasic pulse train with a 100-ms/
phase pulse duration. The pulse trains were simultaneously
delivered to the four electrode pairs in an interleaved fash-
ion; the stimulus order of the 4 channels was~3,7!, ~13,17!,
~8,12!, ~18,22! ~or 1–3–2–4 for theselected electrode pairs!.
All signals were presented at comfortably loud levels
through a custom implant interface system~Shannonet al.,
1990!.

For NH listeners, 4- and 32-channel noise-band proces-
sors were implemented as follows. Speech signals were
band-pass filtered into either 4 or 32 frequency bands using

eighth-order Butterworth filters. The corner frequencies~23
dB down points! of the bands were 300, 713, 1509, 3043,
and 6000 Hz for 4-channel noise-band processors and 300,
338, 379, 424, 473, 526, 583, 646, 713, 787, 866, 953, 1046,
1148, 1259, 1379, 1509, 1651, 1804, 1971, 2152, 2348,
2561, 2792, 3043, 3316, 3616, 3933, 4281, 4660, 5070,
5516, and 6000 Hz for 32-channel noise-band processors.
The temporal envelope of each band was extracted by half-
wave rectification and low-pass filtering at 160 Hz. For time-
distorted speech, the temporal envelope of each band was
linearly compressed or expanded in time as above. Seven
time manipulation conditions were created for the 4-channel
processors; the ratios between the duration of the manipu-
lated sentence and original sentence were 0.3, 0.4, 0.6, 0.8,
1.0, 1.5, and 2.0. In addition to these seven time distortion
conditions, an extra condition~ratio50.2! was also created
for the 32-channel processors. The time-distorted envelope
was used to modulate a wideband noise that was spectrally
limited by the same bandpass filters used for signal analysis.
The output from each band was then summed and presented
to the listeners seated in a sound-treated booth via one loud-
speaker~Tannoy Reveal monitors! at 70 dBA.

C. Speech test materials and procedures

Recognition of words in sentences was measured using
the Hearing in Noise test~HINT! sentences recorded at the
House Ear Institute~Nilsson et al., 1994!. The sentences
contain, on average, about ten phonemes per second~equiva-
lent to approximately 100 ms per phoneme!. For HINT sen-
tence recognition, a list was chosen randomly from among
26 lists, and sentences were chosen randomly, without re-
placement, from the ten sentences within that list. The sub-
ject responded by repeating the sentence as accurately as
possible; the experimenter tabulated all correctly identified
words. The percent correct was obtained by computing the
ratio between the correctly identified words and all words of
the ten sentences in each list. Two HINT sentence lists were
presented for most conditions~20 sentences per condition!.
Because there were 15 conditions for NH listeners~thereby
necessitating 30 HINT lists when only 26 were available!,
only one list ~ten sentences! was presented for five of the
32-channel conditions~0.6, 0.8, 1.0, 1.5, and 2.0 ratios!.
These five conditions were extremely easy for all NH listen-
ers, and presenting only one list for each condition ensured
that speech materials would not be repeated in the more dif-
ficult conditions. The order of the time manipulation condi-
tions and the channel conditions was randomized and coun-
terbalanced across subjects. Two to four lists were presented
for each condition for CI listeners because there were only
seven time distortion conditions. The order of the time ma-
nipulation conditions and test repetitions were also random-
ized and counterbalanced for CI users.

D. Gap-detection thresholds procedures

A temporal gap-detection task was used to assess the
auditory temporal resolution for CI listeners. Temporal gap-
detection thresholds for the four stimulated electrode pairs
were measured for the five CI listeners. The two markers
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were 100-ms long, 100-ms/phase, 500-pps biphasic pulsatile
trains fixed at comfortable level. Gap thresholds were esti-
mated in an adaptive~three-down, one-up! two-interval, two-
alternative forced-choice~2AFC! procedure. Each run con-
sisted of 60 trials. The initial step size was generally twice
the final step size, and both were set according to the antici-
pated threshold for each condition. The average of the last 8
out of 12 reversals was computed as the mean gap threshold
for each run. The mean and standard deviation of three rep-
etitions were calculated for each data point.

III. RESULTS AND DISCUSSION

Figure 1 shows sentence recognition scores as a function
of time compression and expansion for both NH and CI lis-
teners.

The filled squares show the mean scores for NH subjects
listening to time-altered speech when fine spectral resolution
was available~32-channel noise-band processor!. Perfect
sentence recognition was observed when sentences were not
distorted in time~ratio51!. As sentences were expanded lin-
early in time, recognition was not affected even at the ex-
treme 2.0 ratio (p50.374; Student’st test on arc-sine trans-
formed scores!. As sentences were linearly time compressed,
recognition was not significantly affected up to the 0.4 time
ratio (p50.092). However, further time compression re-
sulted in a rapid deterioration in sentence recognition. In
general, the results from the present study are in broad agree-
ment with previous findings~Foulke and Stitcht, 1969; Orr
et al., 1965; Vaughan and Letowski, 1997!, especially those
using similar speech materials~e.g., high-predictability sen-
tences!. For example, Orret al. ~1965! revealed that listeners
could be trained to comprehend speech at a speed of about
30 phonemes per second without temporal order confusions.
Time-compressed speech remains partially intelligible even
at four times~equivalent to the 0.25 time ratio in the present
study! the normal rate~Foulke and Stitcht, 1969!. Note that
the absolute level of performance for NH listeners may
highly depend on the type of speech material, the presenta-

tion level, and the method of time compression used
~Gordon-Salant and Fitzgibbons, 1993; Wilsonet al., 1994;
Vaughan and Letowski, 1997!. For example, Gordon-Salant
and Fitzgibbons ~1993! found that recognition scores
dropped significantly when the time-compression ratio
changed from 30% to 60%~equivalent to 0.7 to 0.4 time
ratio in the present study! when the low-predictability sen-
tences of the Revised Speech Perception in Noise test~R-
SPIN! ~Bilger et al., 1984! were used.

In Fig. 1, the filled circles show the mean scores of NH
subjects listening to either time-compressed or-expanded
speech when only coarse spectral resolution was available
~4-channel noise-band processor!. With reduced spectral
resolution, over 90% correct recognition was achieved when
no time distortion occurred~ratio51.0!, and was not signifi-
cantly affected at the time-expanded ratio of 2.0 (p
50.233). As sentences were time compressed, there was a
gradual decrease in performance beginning at the 0.6 time
ratio, followed by a rapid deterioration beginning at the 0.4
time ratio. A two-way, repeated-measures analysis of vari-
ance~ANOVA ! on arc-sine-transformed scores revealed sig-
nificant effects of time distortion@F(6,56)560.51, p
,0.001# and spectral resolution@F(1,56)5119.17, p
,0.001#, and a significant interaction between time distor-
tion and spectral resolution@F(6,56)54.16, p50.002#. A
Student’st test on arc-sine-transformed scores also revealed
that recognition scores with 4-channel processors were sig-
nificantly lower that those with 32-channel processors for all
time-distortion ratios except the undistorted condition~ratio
51.0!. These results support the hypothesis that NH listeners
are more susceptible to temporal waveform distortion~e.g.,
time compression! when the spectral resolution of speech
signals is low.

The open symbols in Fig. 1 show individual scores for
the five CI subjects. Compared to NH listeners, the recogni-
tion patterns of CI users were much more variable. With no
time distortion~ratio51.0!, CI users, on average, could cor-
rectly recognize about 90% of sentences~about 6% lower
than NH subjects listening with the spectrally corresponding

FIG. 1. Recognition scores as a function of time com-
pression and expansion. The bottomx axis shows the
ratio between the duration of the time-distorted sen-
tence and the duration of the original, undistorted sen-
tence. The topx axis shows the mean duration per pho-
neme in milliseconds for each time distortion condition.
The y axis shows the percent of words correctly identi-
fied. The filled squares show the mean scores from five
NH subjects listening to the 32-channel noise-band pro-
cessor and the filled circles show the mean scores from
five NH subjects listening to the 4-channel noise-band
processor. The error bars represent one standard devia-
tion. The open symbols show the individual scores from
five CI users.
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4-channel noise-band processor!. Four out of five CI users
were not significantly affected by the time-expanded 2.0 ra-
tio; however, one subject’s~N19! recognition did drop sig-
nificantly at this level of time expansion. At the time-
compressed 0.6 ratio, two out of five CI users~N4 and N9!
were not significantly affected; however, the other three CI
users~N3, N7, and N19! scored significantly lower at this
level of time compression than subjects N4 and N9.

There are significant similarities as well as differences
between CI and NH listeners’ ability to perceive time-
distorted speech. With the same coarse spectral resolution
available~4 channel!, the best implant user~N4! performed
as well as the NH listeners. This suggests a potential com-
monality between acoustic hearing and electric hearing for
recognizing time-altered speech. However, three CI subjects
~N3, N7, and N19! performed poorer than subjects N4 and
N9 did in recognizing time-distorted speech, especially time-
compressed speech. It is unlikely that differences in the sub-
jects’ capability to utilize contextual cues could account for
this difference because all were native English-speaking lis-
teners. One potential explanation for this difference is that a
deficit in auditory temporal processing resolution impedes
these subjects’ ability to recognize moderately time-
compressed speech. To verify this hypothesis, gap-detection
thresholds of the four stimulating electrode pairs were mea-
sured, and are shown in Table II. The data show that the gap
thresholds were quite variable across electrode pairs as well
as subjects, ranging from 0.8 to 8.8 ms. This high variability
of temporal resolution among CI users is consistent with
previous observations~Busby and Clark, 1998!. Subject N4,
who performed best in recognizing time-compressed speech,
also performed best in detecting temporal gaps~1.01 ms!.
Similarly, the subjects who performed poorer in recognizing
time-compressed speech~e.g., N3, N7, and N19! also per-
formed relatively poorer in detecting temporal gaps. These
results suggest that some CI users are more susceptible to
time-compressed speech due to the limited spectral resolu-
tion and a deficit in temporal resolution.

One issue worth mentioning involves the potential effect
of subjects’ ages. A few studies have reported diminished
recognition performance of temporally distorted speech sig-
nals by elderly listeners. For example, Konkleet al. ~1977!
demonstrated that recognition of time-compressed speech
deteriorated with increasing age among subjects aged 54 to
84 years old. Gordon-Salant and Fitzgibbons~1993! also re-
ported age effects~aged 20–40 years for young listeners and
aged 65–76 years for elderly listeners! when the sentences

were time compressed at various rates~30% to 60%!. In the
present study, four out of five NH subjects were 25 to 35
years old; one NH subject was 53 years old. No significant
performance difference was observed among the NH listen-
ers. The five CI users ages ranged from 39 to 68 years old.
Subject N4~39 years old!, the best performer, was consider-
ably younger than the other CI users. Conversely, subject
N19 ~68 years old!, who was considerably older than the
others, performed worst. It is possible that age-related fac-
tors, e.g., a slowing of the auditory temporal processing that
could result in a poor temporal gap-detection threshold, may
contribute to poor recognition of time-compressed speech by
elderly subjects.

IV. SUMMARY AND CONCLUSIONS

The results of the present study imply that NH listeners
can perform well in recognizing time-compressed speech at
rates of about 40 ms/phoneme when the fine spectral resolu-
tion of speech is available. However, this ability to recognize
time-compressed speech deteriorates with reduced spectral
resolution. The best CI user exhibited recognition patterns
similar to NH subjects listening to corresponding spectral
conditions, indicating that a common mechanism between
acoustic and electric hearing might be involved in the pattern
recognition of time-distorted speech. A deficit in temporal
processing may further reduce the ability to recognize time-
compressed speech for some CI listeners, further increasing
their difficulty in understanding rapid-rate conversational
speech.
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In this paper, a speaker recognition system that introduces acoustic information into a Gaussian
mixture model~GMM!-based recognizer is presented. This is achieved by using a phonetic classifier
during the training phase. The experimental results show that, while maintaining the recognition
rate, the decrease in the computational load is between 65% and 80% depending on the number of
mixtures of the models. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1331679#
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I. INTRODUCTION

Automatic speaker recognition deals with identification
of the person who utters a sentence. Two modes of operation
are usually envisaged: speaker identification and speaker
verification. Speaker identification is concerned with the se-
lection of one speaker within a set of enrolled members,
while speaker verification is concerned with the validation of
the claimed identity of a person. Nowadays, speaker verifi-
cation applications are more viable than speaker identifica-
tion ones. In both cases, a recognition test can be accom-
plished either in a text-dependent or text-independent way.
In a text-dependent system, the training and testing speech
are constrained to be the same word or phrase, while in a
text-independent system this restriction no longer exists.

Over the last years, several algorithms and techniques
have been proposed to cope with this problem. Among them,
vector quantization~VQ! and continuous hidden Markov
models~HMMs! are the techniques most extensively inves-
tigated so far~Matsui and Furui, 1994!. It is well known that
the performance of the HMM-based systems relies on the
total number of Gaussian mixtures of the model and not so
much on how many states are used. Thus, single-state
multiple-Gaussian mixture observation density HMMs called
GMMs are one of the preferred algorithms for this task~Rey-
nolds, 1995a, 1995b!.

In Auckenthaleret al. ~1999! and Rose and Reynolds
~1990!, it is stated that the discrimination among speakers
provided by GMMs is in fact due to an implicit classification
in broad phonetic classes. This fact can be exploited in the
design of GMM-based systems for speaker recognition pur-
poses. The introduction of some kind of explicit phonetic
classification should have a positive effect on the perfor-
mance of the systems. We will show that this is true specifi-
cally from the computational point of view.

Usinga priori knowledge sources is a common strategy
in speech processing systems. In the literature, many ap-
proaches for using phonetic information in the development
of speech technology can be found. In speech coding, vari-
ous forms of speech segmentation have been used in the past.
For example, in the classical LPC vocoder~US Federal Stan-

dard, 1984!, each speech frame is classified as either voiced
or unvoiced, while other schemes use a more complex set of
phonetic classes. In Wang~1991! and Wang and Gersho
~1992! three wide, phonetically distinct categories~voiced,
unvoiced, and onsets! are proposed based on acoustic and
phonetic features. In Garcı´a-Mateoet al. ~1990! we used a
very similar classification approach in a code excited linear
prediction~CELP! coding scheme.

Regarding speaker recognition, many approaches that
exploit some sort of acoustic class-dependent representation
have been used. In Matsui and Furui~1991! an HMM-based
binary classifier~voiced/unvoiced! is used prior to a VQ-
based system, both in training and testing phase. A different
strategy is presented in Auckenthaleret al. ~1999!, where
phoneme likelihoods are obtained using 30 speaker-
independent phoneme models. These likelihoods are
weighted by a previously trained speaker dependent
multilayer perceptron~MLP!. In Rose and Reynolds~1990!,
the training data are segmented into 50 predefined acoustic–
phonetic classes and these labeled observations are used to
initialize the Gaussian components of an initial GMM model
for expectation maximization~EM! training~Demspteret al.,
1977!. In Savic and Gupta~1990!, five-states speaker-
dependent HMMs are used. In the training phase, the LPC
vectors are classified by spectral analysis into five broad pho-
netic categories~nasal, voiced 1, voiced 2, plosive, and fri-
cative! and the frames belonging to each class are used to
train a state of the HMM. In the testing phase, Viterbi de-
coding is used to assign each frame to a phonetic category
and a verification score is obtained for each class. In these
papers, no significant improvement in recognition accuracy
is achieved compared to a standard GMM-based system.

We decided to use phonetic classification in three broad
phonetic categories~Wang, 1991; Wang and Gersho, 1992;
Garcı́a-Mateoet al., 1990! in the training phase of a GMM-
based speaker recognition system with the aim of reducing
the computational load. The experience gained with the work
presented in Garcı´a-Mateoet al. ~1990! led us to decide to
use the very same approach, because it obtains a good com-
promise between using explicit phonetic information and
training material requirements. We show that introducing
phonetic information into the training procedure can main-

a!Electronic mail: leandro@gts.tsc.uvigo.es
b!Electronic mail: carmen@gts.tsc.uvigo.es
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tain the overall performance while reducing the computa-
tional load dramatically.

The rest of the paper is organized as follows. The next
section describes in depth the architecture with phonetic in-
formation. The used experimental framework is studied in
Sec. III, while Sec. IV presents the obtained results. Some
conclusions and comments are given at the end of the paper.

II. SYSTEM DESCRIPTION

The system configuration consists of GMMs obtained by
combining three sub-GMMs per speaker. The training proce-
dure is shown in Fig. 1 and it is performed in two stages.

~1! First, training frames area priori segmented into four
categories: silence and three distinct broad ‘‘phonetic’’
classes having in mind two aspects:

~i! The need of a robust speech segmentation algorithm:
the more classes are considered, the less robust the
algorithms are;

~ii ! To get a suitable compromise between classification
complexity and data requirements.

The classifier uses an algorithm similar to the one described
in Tucker ~1992!. It considers three distinct sound classes.

~i! Voiced sounds, which have quasiperiodic waveforms
and fairly harmonic spectra;

~ii ! Unvoiced frames, which have aperiodic waveforms
and irregular spectra;

~iii ! Transitions, defined as the two first voiced frames af-
ter an unvoiced segment and the two last voiced
frames before an unvoiced segment. This type of
frame is characterized by a nonstationary waveform.

~2! A submodel is trained for each ‘‘phonetic’’ class. The
sub-GMMs are trained using the EM~Dempsteret al.,

1977! algorithm after ak-means~Linde et al., 1980! ini-
tialization. Variances are tied across the mixtures due to
the scarcity of training data. These models are trained in
parallel, being fed by their corresponding type of frames.
The three sub-GMMs are combined afterwards into a
GMM called phonetically trained Gaussian mixture
model or PT-GMM. This training scheme can be ob-
served in Fig. 1. The goal of this procedure is to perform
a guided training to obtain GMMs where the third part of
the mixtures corresponds to each of the phonetic catego-
ries. For example, in a 48-mixture PT-GMM, 16 mix-
tures will correspond to voiced frames, 16 to unvoiced
frames, and the rest to the transitions. In Reynolds
~1995b! it is stated that there is no theoretical way to
estimatea priori the optimal number of mixtures in a
GMM-based system, but with 30 and 60 s of training
speech there is no improvement over 32 mixtures. If a
maximum of 32 mixtures is going to be used for each
phonetic category, a total of 3233596 mixtures will be
used in the largest PT-GMMs. Then, we decided to train
PT-GMM models with a number of mixtures ranging
from 3 ~the minimum required value! to 96 ~the maxi-
mum suitable value!. With this procedure, the computa-
tional load is reduced when compared to the training of
GMM models~see Sec. IV!.

For each test utteranceO, alignment is performed using
the target speaker modells . In the case of speaker verifica-
tion experiments, an antimodellc(s) is also used for score
normalization purposes~Reynolds, 1995a!. The verification
decision is based on the score

L~O!5 log P~O/ls!2 log P~O/lc~s!!.

The choice of antimodels for the normalized score can
significantly affect the verification performance. In our ex-
periments, we used six~three close and three far! maximally
spread cohort models per speaker are obtained as described
in Reynolds~1995a!. The selection procedure for the cohort
models is the same for the GMMs and the PT-GMMs.

Next, we describe the experiments we have carried out
in order to assess the performance and computational load of
the PT-models approach. We also compare it with the state-
of-the-art GMM approach.

III. EXPERIMENTAL FRAMEWORK

All the experiments were conducted using our database
called ‘‘TelVoice’’ ~Rodrı́guez-Liñares and Garcı´a-Mateo,
1998!. It has been designed for speaker recognition purposes,
and it consists of speech recorded by 46 Spanish speakers
~32 men and 14 women!, with six sessions each, recorded
over a period ranging from 1 month to a year and a half.
Time interval between sessions may vary from one speaker
to another, but is never less than 3 days. It consists of tele-
phone speech sampled at 8 kHz. The session dialogue has
been carefully designed to get as much meaningful material
as possible. There are ten items varying from isolated digits,
strings of digits, connected digits, common phrases, and free
speech. Out of TelVoice we selected the following material
for carrying out these experiments:

FIG. 1. PT-GMMs training procedure: The system configuration consists of
GMMs obtained by combining three sub-GMMs per speaker: voiced, un-
voiced, and transitions.
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~1! For model training, we used data from the first and sec-
ond sessions. In each session we selected:

~i! A utterance containing the digits from 0 to 9~12 sec-
onds!;

~ii ! Two fixed sentences~7 s each!.
This provided us with a total of 52 s of speech~before
removing silence frames! for training purposes.

~2! For testing, we used from each session four pronuncia-
tions of the Spanish identity card number, made of eight
digits ~5 s for each pronunciation, before removing si-
lence frames! from sessions 3 to 6. The speakers were
addressed to pronounce it naturally~digit by digit, group-
ing digits, or as a whole, as they usually do!.

The voice was high-pass filtered with cutoff frequency of
200 Hz. The filtering was performed off-line. Liftering
~Juanget al., 1987! was also performed using a factor of 22.
Twelve mel-cepstra coefficients and their corresponding
D-mel-cepstra coefficients were computed using a frame
length of 20 ms and a frame shift of 10 ms. Normalized log
energy and its first derivative were appended up to a total of
26 coefficients per vector.

IV. EXPERIMENTAL RESULTS

It is well-known that the computational load of the EM
algorithm grows exponentially with the number of mixtures.
Therefore, our PT-GMM approach should show a faster
training behavior than the GMM approach. In the PT-GMM,
three EM passes are conducted. However, each of them has
one-third of the total number of mixtures and a lesser quan-
tity of training frames. In order to estimate the computational
load of the training procedure, we observed the CPU-
consumed time on a Unix Sun Sparc Station. Table I sum-
marizes the results for the different configurations. The com-
putational load for PT-GMM approach is much lower than
for the classical GMM: the relative reduction of the compu-
tational load is approximately 70% in any configuration. This
is an important issue for practical implementations.

The performance was evaluated for two text-
independent tasks: speaker identification and speaker verifi-
cation.

A. Speaker identification

For speaker identification experiments, every single test
file is compared with all the speaker models. It yields a total
of

46 speakers34 sessions/speaker34 test files/session

5736 tests.

Figure 2 shows the identification error for the speaker
identification task. As was expected, the performance of both
systems is quite similar, since both share a classification abil-
ity. The implicit classification property of the GMMs is
made explicit in the PT-GMMs. The main contribution of
our scheme is that thisa priori phonetic classification helps
to reduce the computational load dramatically.

B. Speaker verification

For the speaker verification experiment, we need to se-
lect data for the impostor ‘‘attacks.’’ The strategy followed is
explained next. Twelve utterances drawn from sessions 3, 4,
and 5 of Speaker I were compared with I’s model. The de-
coding of the data provided a set of true or ‘‘customer’’
scores. The total number of customer tests obtained was

4 sessions/speaker34 test files/session516 tests/speaker.

One verification utterance from session 6 of each speaker
other than I was decoded using I’s model to provide a set of
false speaker or ‘‘impostor’’ scores. Those speakers that con-
tribute to the target cohort model are excluded from the im-
postor population. It can be argued that this strategy excludes
‘‘good’’ impostors from the testing process. There are two
possible solutions for this problem. The first consists of in-
cluding the cohort speakers in the attacking scenario. Our
experiments showed that this method is not a fair test, since
these speakers are easily identified as impostors due to their
similarity with the cohort models. The second solution con-
sists of splitting the database into two sets of speakers and
choosing the cohorts from one set and the impostors from the
other set. In our case, we considered that the size of
TelVoice was not large enough to prevent the loss of statis-
tical significance this method would imply. Besides, this
problem is palliated by the procedure used to select cohort
models. We use maximally spread cohorts~Reynolds,

FIG. 2. GMMs vs PT-GMMs:identification error: The performance of both
systems is quite similar, since both share a classification ability. The implicit
classification property of the GMMs is made explicit in the PT-GMMs.

TABLE I. Comparison of the identification error and the training time of
GMMs and PT-GMMs.

Number of
mixtures

GMMs PT-GMMs

Training
time

% Ident.
error

Training
time

% Ident.
error

6 10.2 26.63 2.1~279.4%! 30.58 ~114.83%!
12 24.8 24.59 6.6~273.4%! 24.73 ~15.69%!
24 64.8 19.70 19.5~270.0%! 21.88 ~111.07%!
48 118.4 17.80 40.2~266.0%! 16.98 ~24.61%!
96 226.7 18.34 76.2~266.4%! 16.85 ~28.29%!
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1995a!, so cohort models are not concentrated in the vicinity
of the speaker model.

In summary, for the verification, each speaker is used as
a claimant, with the remaining speakers~excluding the
claimant’s cohort speakers! acting as impostors, and rotating
through all speakers. The number of impostor tests was
therefore

39 impostors/speaker32 test files/impostor

578 tests/speaker.

There are 46 speakers in TelVoice. Then, the total numbers
of customer and impostor tests were 736 and 3588, respec-
tively.

Results are reported using the average equal-error rate
~EER! per speaker obtained with a procedure similar to the
one proposed by the COST250 to perform experiments with
PolyCost~Melin and Lindberg, 1996!.

~1! Three ROC ~receiver operating characteristic! curves
were calculated per speaker:

~i! Impostors were speakers with the opposite sex of the
target speaker;

~ii ! Impostors had the same sex of the target speaker;
~iii ! Impostors could be either females or males.

~2! The points on the ROC curves where the false accep-
tance error is equal to the false rejection error are the
EER points. There will be three EERs per speaker de-
pending on the sex of the attacking impostors.

~3! The global EERs are calculated as the average of the
EERs obtained for each speaker of TelVoice.

Figure 3 shows the results considering this attacking
scenario.

Again, we observe that PT models perform close to the
models without phonetic training under any circumstance.
That is, the recognition performance remains constant in

both approaches. Both systems show similar robustness
against attacks from speakers of the same or the opposite
sex.

The same approach can be applied to other algorithms.
In Rodrı́guez-Liñares~1999! the possibility of using phonetic
training in a VQ-based system is studied in depth. In this
scheme, a VQ is trained for each phonetic class using the
k-means algorithm~Linde et al., 1980! and the three sub-
VQs thus obtained are combined into a VQ called PT-VQ.
The behavior of this system can be observed in the results
included in Table II for the speaker identification task. Two
differences between Table I and Table II deserve explana-
tion.

~i! In Table I, the first column is the number of mixtures
of the GMMs and the PT-GMMs, while in Table II
this is changed to the number of centroids of the VQs
and the PT-VQs.

~ii ! In VQs and PT-VQs, the computational load can be
approximately calculated as the number of floating
point operations needed for the training process
~Rodrı́guez-Liñares, 1999! instead of using the train-
ing time.

Although the computational load of the training phase de-
creases in a similar amount~70%–80%! in the PT-GMMs
and the PT-VQs, the performance of the PT-VQs is sensibly
lower than the case where standard VQs are used. A similar
decrease in performance was shown in the speaker verifica-
tion task.

The reason for this behavior can be the way a VQ mod-
els the vector space. A GMM models a complex distribution.
In this case, the classification of the training frames will help
the training of the GMM in the sense that mixtures of each
sub-GMM will model areas with a high density of training
vectors. A VQ models areas around its centroids. The pho-
netic classification shouldn’t affect the final result of the
training phase. However, there can be errors in the phonetic
classification so that the frontiers among classes are not so
neatly defined. While GMMs will absorb these errors, VQs
will move centroids to these incorrect frames with the result
that the performance of the training phase will be worse.

V. CONCLUSIONS

In this study, a novel topology that makes use of explicit
phonetic information in the training phase of a speaker rec-

FIG. 3. GMMs vs PT-GMMs: equal error rate: PT-models perform close to
the models without phonetic training. Both systems show similar robustness
against attacks from speakers of the same or the opposite sex.

TABLE II. Comparison of the identification error and the average number
of millions of floating point operations needed for training one VQ and one
PT-VQ.

Number of
centroids

VQs PT-VQs

No.
of ops.

% Ident.
error

No.
of ops.

% Ident.
error

6 0.55 29.45 0.10~281.7%! 41.03 ~139.32%!
12 1.27 22.42 0.23~282.0%! 28.13 ~125.47%!
24 2.10 19.97 0.50~275.1%! 23.23 ~116.32%!
48 3.53 15.49 0.91~274.1%! 21.38 ~138.02%!
96 5.36 16.03 1.58~270.5%! 16.71 ~14.24%!
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ognition system was introduced. We have used three broad
phonetic classes~‘‘voiced,’’ ‘‘unvoiced,’’ and ‘‘transitions’’!
based on a speech coding scheme. The models thus obtained
were combined in a phonetically trained model~PT-GMM!.
The performance of the PT-model approach is similar to the
performance of the model obtained without using the pho-
netic information.

The main advantage of our approach is the important
reduction in the training load. This factor can be of impor-
tance in the design and implementation of real-world recog-
nition systems where the training time for new enrolled cus-
tomers can be an important issue. It can be argued that more
complex classification schemes could have been used. How-
ever, with three phonetic classes problems of undertraining
have been avoided and a good compromise between perfor-
mance and computational load has been achieved.

The PT-GMM training technique is going to be imple-
mented in the speaker authentication module of TelCorreo
~Rodrı́guez-Liñares and Garcı´a-Mateo, 2000!, an e-mail cli-
ent that allows Internet users to read their e-mail using
speech through the telephone.
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en un Nuevo Marco Experimental,’’ Ph.D. thesis, ETSE de Telecomuni-
cación, Universidade de Vigo, Spain. http://www.gts.tsc.uvigo.es/
;leandro/archivos/Tesis.ps.gz
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By considering the blood as a mixture of ultrafiltrate and protein concentrate, the additive nature of
compressibility and density from the components is utilized to deduce a linear relation between the
compressibility and density for blood. This deduction also indicates that the intercept and slope of
the linear relation are independent of the hematocrit, plasma protein concentration, and hemoglobin
concentration of red blood cells. To verify experimentally this linear relation, saline and plasma
dilutions on porcine or canine blood flowing in an extracorporeal circuit were carried out. The
hematocrit of the experiments ranges from 0% to 55% and the plasma protein concentration ranges
from 10 to 90 g/l. A resonance device in the circuit measured the densityrb of blood at 37 °C and
an ultrasound system measured the sound velocitycb . The range of density is from 1010 to 1060
g/l and that of sound velocity is from 1530 to 1580 m/s. The linear relation that best fits the data of
compressibility@computed as (rbcb

2)21# and density has a correlation coefficient of 0.9978. The
linear relation is found to fit well the dependence of compressibility on density derived from the
sound velocity data of human, horse, and porcine blood in the literature. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1333419#

PACS numbers: 43.80.Cs, 43.80.Ev, 43.80.Jz@FD#

I. INTRODUCTION

Blood is a mixture of red blood cells~RBCs! and
plasma. As a result, the density or compressibility of blood is
the sum of that of its components weighted by their volume
fraction. This additive nature of the compressibility and den-
sity of blood shows that they are linearly related to
hematocrit.1 In applying to mixtures of the same RBCs and
plasma, Urick deduced further that the compressibility is lin-
early related to the density.1 He organized his measurements
on blood diluted by plasma to verify that the relation be-
tween compressibility and density is indeed linear over a
wide range of hematocrit. Many studies have shown a linear
or nonlinear dependence of the sound velocity or compress-
ibility of blood on its hematocrit, total protein concentration
~TPC!, plasma protein concentration~PPC!, mean cellular
hemoglobin concentration~MCHC!, or density.1–6 The ques-
tion of whether the same linear relation as derived by Urick
can characterize the dependence of compressibility on den-
sity for blood over a wide range of hematocrit, PPC, and
MCHC remains to be determined. Our first objective is to
answer this question by examining the dependence of com-
pressibility on density for blood of different RBCs and PPCs.
We also examine whether published data support the linear
dependence.

In these studies,1–6 the hematocrit and TPC were not
measured online with the sound velocity. The methods to
measure hematocrit or TPC have lesser resolution capability
than a density measuring system~DMS! constructed from a
resonance device~DMA 602W, Parr, Inc., Graz, Austria!.
Our second objective is to use a highly sensitive DMS and an
ultrasound system to measure accurately and simultaneously
the density and sound velocity of blood with the aim of
establishing a more precise relationship between the density
and compressibility of blood.

A saline bolus infused into the jugular vein will produce
a minute transient density~or sound velocity! reduction in
the aortic blood. Because the density change is proportional
to the change in TPC,7 one can therefore apply the concept
of protein conservation for saline infusion~the absence of
protein from that of plasma! to determine from the transient
density reduction the cardiac output.6–10 Density measure-
ments are also shown useful for the assessment of blood
volume and the amount of blood volume pooled to the
microcirculation.11–13Severe microvascular pooling or hypo-
volemia can lead to poor cardiac filling, hypotension, and
shock. The design of the ultrasound system may make it
more suitable for patient use than the DMS, which is difficult
for sterilization. Our third objective is to examine whether
the ultrasound system has the resolution required to assess
density changes for the quantification of these cardiovascular
parameters.a!Electronic mail: JL@virginia.edu
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II. THEORY

Let H be the hematocrit of blood,rpl be the density of
plasma,r r be that of RBC,kpl be the compressibility of
plasma, andk r be that of RBC. The additive nature of blood
densityrb and compressibilitykb from the plasma and RBC
components leads to these relations:1

rb5Hr r1~12H !rpl , ~1!

kb5Hk r1~12H !kpl . ~2!

The elimination of the variableH yields this relation:

kb5a1brb , ~3!

where a5(r rkpl2rplk r)/(r r2rpl) and b5(k r2kpl)/(r r

2rpl). kpl and rpl are functions of PPC andk r and r r are
functions of MCHC. Instead of concludinga and b to be
variables of PPC and MCHC, they are shown later to be
constants.

The plasma is a mixture of ultrafiltrate and protein con-
centrate, which is mostly albumin andg-globulin, while the
RBC is a mixture of the same ultrafiltrate but with hemoglo-
bin as the protein. Suppose we can regard these proteins as
having the same densityrprot. Let the density of the ultrafil-
trate beru , and the volume fraction of protein concentrate in
plasma bePpl , and that of RBCs bePr . The additive nature
of the density of the mixture from its components yields
these equations:

r r5ru~12Pr !1rprotPr , ~4!

rpl5ru~12Ppl!1rprotPpl . ~5!

Since rprotPpl is PPC, rprotPr is MCHC, and TPC is (1
2H!PPC1H3MCHC, the substitution of Eqs.~4! and ~5!
into Eq. ~1! yields the following linear relation between the
blood density and TPC:

rb5a11b1 TPC, ~6!

wherea1 is ru and b1 is (12ru /rprot). The measurements
obtained for plasma, blood, and RBC concentrates verify that
their densities are linearly related to their TPC,7 justifying
the consideration of plasma and RBCs as a mixture of ultra-
filtrate and protein concentrate and the use of a constant den-
sity for either protein concentrate or ultrafiltrate.

The application of this mixture consideration to the
compressibility of blood leads us to deduce the following
linear relation:

kb5a21b2 TPC, ~7!

wherea2 is ku ~the compressibility of ultrafiltrate! andb2 is
(kprot2ku)/rprot, wherekprot is the compressibility of pro-
tein concentrate. Becauseku andkprot are the intrinsic char-
acteristics of ultrafiltrate and protein concentrate, we see that
Eq. ~7! for a given temperature would havea2 and b2 as
constants. Shunget al. had shown that the compressibility of
RBCs is linearly related to its MCHC.5 This finding serves as
a partial justification of Eq.~7!.

The elimination of TPC from Eqs.~6! and~7! allows us
to obtain Eq.~3! with the constanta now expressed asa2

2a1b2 /b1 and the constantb expressed asb2 /b1 . These
two new expressions fora andb indicate that they are inde-

pendent of MCHC or PPC. This theoretical conclusion is
tested here with porcine and canine blood over a wide range
of hematocrit, TPC, and PPC.

III. EXPERIMENTAL SYSTEMS AND PROTOCOLS

A. Setup

The experimental arrangement for blood dilution and the
measurement of compressibility and density are shown in
Fig. 1. Most of the 75 ml of blood was in a glass reservoir.
The blood temperature was maintained at 37 °C by the cir-
culation of isothermal water through the outer jacket of the
reservoir. The blood first flowed through a circular Plexiglas
tubing mounted with two ultrasound transducers~2 mm in
inner diameter!, then to the U-tube of a density meter~DMA
602W!, and finally back to the reservoir via a roller pump
~Cole Parmer!.

The U-tube is a hollow glass tube bent to the form of U
and has its two tips fixed on a heavy basis. The U-tube is
excited through a solenoid and feedback system to vibrate
like a cantilever beam at its resonance frequency. The fact
that resonance is related to the spring constant of the U-tube
and its mass~which contains the blood! forms the basis for
the DMS to determine the period of resonance and then the
density via a calibration protocol with fluids of known den-
sity. The density reading of blood flowing inside the U-tube
is reported at a rate of five samples per second. The resolu-
tion of the DMS has been found as 0.03 g/l.9

The through-transmission technique was used for sound
velocity measurements.6,14 The two near identical transduc-
ers had their active surfaces in alignment with the inner sur-
face of the Plexiglas tubing. LetL be the distance between
the two active surfaces. The impulse generated by a Pana-
metrics Pulser 5072PR at 100 Hz excited one transducer to
emit a short pulse of ultrasound with a central frequency of

FIG. 1. The extracorporeal circuit and setup to measure the sound velocity
and density of blood.
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16 MHz. Then a digital oscilloscope~LeCroy 9350AL! ac-
quired the signal from the receiving transducer. The signal
digitized at 1 GHz was transferred to a computer with a
GPIB board for the determination ofTpeak, the time from the
leading edge of the square wave generated by the pulser to
the peak of the received ultrasound. With the time from the
leading edge to the peak of emitting ultrasound asT0 , we
calculated the sound velocityc as

c5L/~Tpeak2T0!. ~8!

To assess the values ofL andT0 with the system at the preset
temperature and under a flowing condition, we first obtained
the average of the peak time of 20 pulses when the circuit
was flowing with 37 °C distilled water. Then the average
peak time for isotonic saline was similarly determined. With
the sound velocity of water as 1467.9 m/s and that of iso-
tonic salinecs as 1521.1 m/s,15 we employed Eq.~8! to solve
for L and T0 . Afterward, we applied Eq.~8! to calculate
from the average peak time of bloodTb the sound velocity of
blood cb .

Together with the blood densityrb measured by DMS,
we calculated the blood compressibilitykb from the follow-
ing equation:

kb51/~rbcb
2!. ~9!

Blood has viscosity, which can introduce an error in estimat-
ing the compressibility from Eq.~9!. An analysis done by
Shunget al. indicates the error would be smaller than 0.1%
for a hematocrit of 15%, and 0.3% for a hematocrit of 45%.5

B. Dilution and measurement protocols

Fresh porcine blood was collected by the personnel of a
slaughterhouse to a container. Acid citrate dextrose~ACD!
solution~formula A! was mixed as an anticoagulant with the
blood at the ratio of about 0.15 ml/ml of blood. Canine blood
was exsanguinated from the carotid artery of an anesthetized
dog to which we had carried out a number of blood volume
measurements. Then ACD was added to the blood. The ex-
perimental protocol and exsanguination procedure for dogs
have been approved by the Animal Care and Use Committee
of the University of Virginia and are in conformation to NIH
guidelines. Dilution experiments were carried out within the
next day by first collecting plasma and RBC concentrate
from the blood sediment. Then five 75-ml batches of blood
were prepared to have a hematocrit of about 55%, 45%,
35%, 25%, and 15%. Each batch was placed into the reser-
voir for circulation to carry out the dilution measurement.
After the equilibration to 37 °C as indicated by a stable blood
density reading and a thermometer, the initial blood density
and transit time of the ultrasound were recorded. Then a 2- to
4-ml plasma sample was pipetted into the blood reservoir.
Reaching a steady state in about 1 min, the blood density and
the transit time were recorded. The dilution was continued
for six to eight more measurements. Then the same dilution
sequence was applied to the next batch of blood. The mea-
surement sequences with saline dilution were repeated with
the five batches of blood.

Before each dilution sequence, 2 ml of blood was with-
drawn for the measurement of the initial hematocrit, TPC,

and PPC. The hematocrit was taken as the average of three
hematocrit readings~the fraction height of the RBC column
corrected by 97% to account for trapped plasma! obtained by
the microcentrifugation method. TPC was the hematocrit-
weighted sum of PPC, measured by the Biuret method, and
MCHC, measured by Drabkin’s method.16 For each dilution,
the hematocrit reduction was about 0.5%. Because this is
comparable to the resolution of the microcentrifugation
method to measure hematocrit, we elected, instead, to calcu-
late the new hematocrit after each dilution from the previous
hematocrit by utilizing the principle of mass conservation.
Similar calculations were also made with the TPC.

The density and sound velocity of plasma were mea-
sured by filling the circuit with plasma. The plasma densities
of canine and porcine blood were 1010.1 and 1023.3 g/l,
respectively. Using the measured hematocrit, plasma, and
blood density, we projected from Eq.~1! the density of ca-
nine RBCs as 1081.1 g/l and that of porcine RBCs as 1087.4
g/l. The RBC concentrate of human blood has a density in
the range of 1084.6 to 1091.5 g/l and a MCHC of 325 to 353
g/l.7

IV. RESULTS

The relations between the density and hematocrit of ca-
nine blood for five plasma dilution sequences and five saline
ones are shown in Fig. 2~a!. For the same hematocrit de-
crease in each sequence, the density decrease due to saline
dilution is more pronounced than that due to plasma dilution,
reflecting the fact that the saline dilution also reduces the
density of plasma. As shown in Fig. 2~b!, the decrease in
sound velocity due to saline dilution is also larger than that
due to plasma dilution. The results of porcine blood, pre-
sented in Fig. 3, show a density decrease for plasma and
saline dilution more pronounced than that of canine blood.
This difference results from the fact that the density differ-
ence between the porcine plasma and saline is about 2.3
times that of the canine one. This difference in PPC also
makes the sound velocity of porcine plasma larger than that
of canine plasma, leading to a more pronounced decrease in
sound velocity of porcine blood@Fig. 3~a!# than that of ca-
nine blood@Fig. 2~a!# for the dilution experiments.

The sound velocity and the calculated compressibility of
canine blood are plotted against the density in Figs. 4~a! and
4~b!, respectively. As shown, the different relations found for
the sound velocity and hematocrit in Figs. 2 and 3 are now
integrated into one relation between the sound velocity and
density.

The compressibility data of canine and porcine blood are
summarily presented in Fig. 5. A linear relation in Eq.~3!
with a as 137.9310212cm2/dyn and b as 20.0948
310212cm2/dyn/~g/l! is depicted as the solid line in the fig-
ure. The correlation coefficient of the fit is 0.9978. SettingB
as2bru /ku and recognizingku asa1bru , we can convert
Eq. ~3! to the following form:

~kb2ku!/ku52B~rb2ru!/ru . ~10!

With 1000.28 g/l being the densityru of ultrafiltrate at 37 °C
which is identical to the density of isotonic saline, we deduce
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from the values ofa and b that B is 2.2 andku is 43.1
310212cm2/dyn.

Sincecu
2 is 1/(ruku), Eqs.~9! and~10! can be merged to

this quadratic equation between the sound velocity and den-
sity:

12~cu /cb!25~B21!~rb /ru21!1B~rb /ru21!2.
~11!

The solid curve in Fig. 4~a! is Eq. ~11! calculated with the
previously given values of B,cu , andru . Its fit with the data
has a correlation coefficient of 0.9991. This quadratic equa-
tion allows one to convert the sound velocity measurement
of blood to a reading in blood density.

The linear fit between the density and TPC of canine and
porcine blood at 37 °C has a slope of 0.264 (b1 in Eq. 6! and
a correlation coefficient of 0.9994. Hinghoferet al. reported
that the slope is 0.257(R50.9996) for human blood at
37 °C.7 Sinceb1 is also 12ru /rprot, we obtain the density
of protein concentrate at 37 °C as 1359.08 g/l. The expres-
sions we have forb2 and b yield this identity:b1b5(kprot

2ku)/rprot. From the values ofb1 , b, and rprot quantified
here, we deduce the compressibility of protein concentrate
kprot as 9.09310212cm2/dyn.

Fourteen dilutions, each with the addition of 0.5 ml
plasma to the blood circulating in the extracorporeal circuit,
were performed in accordance to the protocol used by Gamas
and Lee to assess the resolution of the DMS.9 The data on
the compressibility and density are presented in Fig. 6 and
were used to determine the best linear fit and the standard
deviation. As done previously, we take the value of the latter,
when expressed in the unit of density, as the resolution of the
ultrasound system, which is 0.06 g/l. The small total density
change~3 g/l! for this dilution protocol was deliberately cho-
sen to match the minute density change encountered in the
dilution experiments to measure cardiac output. Thus we
could regard the resolution as the relative error of the mea-
suring system to assess cardiovascular parameters.

V. DISCUSSIONS

Compressibility, sound velocity, and density character-
ize the bulk properties of the blood. By treating the protein
concentrate of RBC and plasma as one having the same den-
sity, the TPC can now be regarded as a bulk property of
blood. On the other hand, the PPC and MCHC of blood are
in general different, disallowing the hematocrit to be re-
garded as a bulk property of blood. Our results indicate that
the bulk properties of blood, compressibility, sound velocity,
TPC, and density of blood, have a one-to-one relation with
each other. Five of these relations for blood at 37 °C are
listed below for easy reference:

FIG. 2. ~a! The dependence of the density of canine blood on its hematocrit.
The data from five sequences of dilution experiments by plasma all fall into
one line. Each sequence of saline dilution started from the same blood used
in the plasma dilution sequence. The starting points coincide with the
plasma ones. Because saline density is lower than plasma density, we see
more reduction in blood density than that of plasma dilution.~b! The depen-
dence of the sound velocity of canine blood on its hematocrit for the same
five sequences of dilution experiments.

FIG. 3. ~a! The dependence of the porcine blood density on the hematocrit
for five sequences of dilution experiments with plasma or saline.~b! The
dependence of the sound velocity of blood on its hematocrit for the same
dilution experiments.
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rb5ru10.264 TPC, ~12!

kb5ku@122.2~rb /ru21!# ~13!

5ku~120.581 TPC/ru!, ~14!

12~cu /cb!251.2~rb /ru21!12.2~rb /ru21!2 ~15!

50.545~12kb /ku!10.455~12kb /ku!2,
~16!

whereru is 1000.28 g/l,ku is 43.1310212cm2/dyn, andcu

is 1523 m/s. The protein concentrate hasrprot as 1359.08 g/l
andkprot as 9.08310212cm2/dyn.

The measurements obtained by Urick on various dilu-
tions of blood by plasma indicate that the sound velocity has
a one-to-one relation with the density.1 By adding RBC con-
centrate to the blood~having the same plasma and RBC!,
Schneditzet al. established a single relation between the
sound velocity and TPC.6 Because these two studies imposed
no change in PPC and MCHC, the scope of a valid one-to-
one relation might be limited. By expanding their protocol to
include saline dilutions and to use two species, we show that
Eqs.~12!–~16! are valid over a wide spectrum of PPCs and
two values of MCHC.

The plasma protein concentration used in the experiment
ranges from 10 to 90 g/l and the hematocrit from 0% to 55%.
On the other hand, the span of density change for these
ranges is about 4 g/l or 4% of the mean density. The sound
velocity predicted by the nonlinear fit@Eq. ~11!# deviates
from that predicted by the best linear fit by at most 1.1 m/s,
or 2% of the span of sound velocity change. On the other
hand, the nonlinearity can have significant effect on the com-
putation of the slope. For example, the slope computed from
Eq. ~11! at a density of 1010 g/l is about 74% of that at a
density of 1060 g/l. The data of sound velocity and TPC in
g% obtained by Schneditzet al. are reproduced in Fig. 7~a!.6

FIG. 4. ~a! The dependence of the sound velocity on the density of canine
blood for the data given in Fig. 2. The solid curve is calculated from Eq.
~11! with the constants given in the text. The correlation coefficient of the fit
with the data is 0.999.~b! The dependence of the compressibility on the
density of blood. The solid line is the linear relation in Eq.~3!. The corre-
lation coefficient is 0.999.

FIG. 5. The relation between the compressibility and density of porcine and
canine blood. The solid line is Eq.~13! and has a correlation coefficient of
0.9978.

FIG. 6. The change in blood compressibility following a sequence of 0.5-ml
plasma infusion into the extracorporeal circuit. The resolution of the ultra-
sound system to assess blood density, taken as the standard deviation of the
best linear fit in the unit of density, is 0.06 g/l.
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The deviation between the linear and second-order polyno-
mial fit ~the solid line! over the range of density covered is at
most 9 m/s in sound velocity or 14% of the span of sound
velocity. However, the nonlinearity now projects that the
slope at a TPC of 4 g%~comparable to the low density of
1010 g/l! is about 44% of that at 24 g%~comparable to the
high density of 1060 g/l!.

When the ultrasound system is used to assess cardiac
output, the sound velocity change produced in the blood by
saline dilution needs to be converted to the change in blood
density. This conversion requires precise knowledge of this
slope (dcb /drb). This is the reason we place considerable
effort in making accurate measurements and in establishing
the best fit for the conversion of sound velocity change to
density change.

The microcentrifugation method has a resolution of
about 0.5% in the determination of hematocrit. This level of
resolution is difficult to refine because of a lack of a distinct,
flat interface between the RBCs and the plasma column. The
Biuret method is reported to have a resolution of 0.6 g/l on
the measurement of PPC. To determine the relation between
the compressibility and hematocrit~or TPC! covered in Figs.
2–5, 7, and 8 these resolutions are sufficient. The transient
change in hematocrit, encountered in the protocol to assess
cardiac output, is at most 1%. The corresponding change in
TPC is 3 g/l, and in density 1 g/l.11–13 The microcentrifuga-
tion and Biuret method may therefore have insufficient reso-
lution to assess cardiac output. In contrast, the DMS can do
so at ease because of a resolution of 0.03 g/l and the ability
to continuously measure blood density through an extracor-

poreal circuit. The density resolution of the ultrasound sys-
tem is 0.06 g/l, which may still be sufficient to accurately
assess cardiac output.

From the results of horse blood obtained by Urick,1 we
computed the compressibility and plotted it against the den-
sity in Fig. 8. Depicted in the figure is the following linear
fit:

kb542.5310212 cm2/dyn@122.2~rb /ru21!#, ~17!

whereru is taken as 1000.28 g/l. The correlation coefficient
of the fit is 0.9998. The results of Schneditzet al.on porcine
blood at 20 °C have the sound velocity plotted against the
TPC in the unit of g%@Fig. 7~a!#.16 To convert their data to
our format for comparison, we employed Eq.~12! to deter-
mine from the reported TPC the TPC with the unit g/l and
then the density. Finally, the computation of the compress-
ibility yields the data shown in Fig. 7~b!. In contrast to the
nonlinear dependence depicted in Fig. 7~a!, the data on com-
pressibility and density has a good linear fit of which the
correlation coefficient is 0.9978. We estimated from Table II
of the study of Schneditzet al.6 that the temperature in-
creases the value of slope b by 0.000 97310212

cm2/dyn/~g/l! per °C and decreases the value of the intercept
at the ultrafiltrate density by 0.15310212cm2/dyn per °C.
Using these adjustments, we extrapolate from the best fit of
the 20 °C data in Fig. 7~b! to the following relation for blood
at 37 °C:

kb542.6310212cm2/dyn@122.27~rb /ru21!#. ~18!

We note Eqs.~17! and ~18! are quite similar to the depen-
dence specified by Eq.~13!.

Bradley and Sacerio measured the dependence of sound
velocity on PPC in a 37 °C experiment for which the PPC
was varied while the hematocrit was maintained at 40%.2

They reported that the slope of the linear dependence,
dcb /dPPC, is 1.69 m/s~g/100 ml!. Since the plasma occupies
60% of the blood volume, the change in total protein con-
centration of blooddTPC is 60% ofdPPC. From Eq.~6!, we
see thatdrb is b1dTPC. Using the value ofb1 found in this

FIG. 7. ~a! The dependence of sound velocity on TPC in the unit of g%
obtained by Schneditzet al. on porcine blood at 20 °C~Ref. 6!. The solid
line is a second-order polynomial fit.~b! The dependence of compressibility
on density computed from the data above. The solid line is the best linear fit:
kb5159.1310212 cm2/dyn20.1132310212 cm2/dyn/~g/l!rb .

FIG. 8. The relation between the compressibility and density of horse blood
obtained from a plasma dilution protocol. The solid line is the best linear fit:
kb5135.9310212 cm2/dyn20.0934310212 cm2/dyn/~g/l!rb . Results are
calculated from the graphed data of Urick~Ref. 1!.
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study ~0.264!, we find that the value ofdcb /drb for their
data is 1.067 m/s/~g/l!@50.169 m/s/~g/l!4(0.630.264)#.
This value matches well with the slope 1.09 m/s/~g/l! esti-
mated from our data at a hematocrit of 40%.

From the plasma dilution results of Figs. 2 and 3, we
find that the slopedcb /dH for the canine blood is 0.774
m/s/% and the slope for porcine blood is 0.701 m/s/%. The
difference in these two slopes is simply the result of the
porcine plasma protein concentration being higher than the
canine one. Experiments with plasma dilution for human
blood at 37 °C have been carried out by Bradley and Sacerio2

and Bakkeet al.3 The former reported 0.59 m/s/% as the
slopedcb /dH, and the latter 0.98 m/s/% as the slope. The
PPC and MCHC of blood employed by these groups may be
different, a likely reason making the values reported for
dcb /dH different.

The compressibility of human RBC at 23 °C and in iso-
tonic saline was assessed by Shunget al. as 34.8
310212cm2/dyne.5 The MCHC is 32.1 g%. We find this
compressibility value differs by no more than 3% from that
extrapolated to RBC concentrate from the results of Urick,1

Schneditzet al.,6 and ours. The volume fraction of hemoglo-
bin in RBCs is about 25%.17 Using the values ofku and
kprot reported earlier, we deduce the compressibility of
RBCs as 34.6310212cm2/dyn@5(43.130.7519.0830.25)
310212cm2/dyn]. This compressibility is consistent with the
results listed here.

By increasing the osmolarity of the suspending medium
to change the MCHC of RBCs, Shunget al. determined that
the compressibility is linearly related to the MCHC with the
slope as20.225310212cm2/dyn/~g%!. Using similar proto-
col to change the MCHC, Weiser and Apfel reported the
slope of the linear relation fitting the data of the compress-
ibility and MCHC is 20.4310212cm2/dyn/~g%!.4 By con-
verting MCHC from the unit of g% to that of g/l and then to
the density as done previously on the data of Schneditzet al.,
we find that the best fit of the data of Shunget al. on the
compressibility and density has the slopeb as 20.0674
310212cm2/dyn/~g/l!. Assuming the same proportionality
on the slope conversion, the slope of Weiser and Apfel’s
linear fit has the value20.15310212cm2/dyn/~g/l!. The rea-
son leading to the large difference inb from our isotonic
study 20.0948310212cm2/dyn/~g/l! is not clear. A lower
pH would cause the cells to swell, changing the value of
MCHC. The compressibility of the suspending medium~the
ultrafiltrate! is lower for hypertonic saline, which forms a
major fraction of the compressibility of RBC concentrate.
The experimental difference inpH, osmolarity, and tempera-
ture may be the contributing factors to the variation inb.

VI. CONCLUSION

The consideration of blood as a mixture of ultrafiltrate
and protein concentrate leads us to deduce that the compress-

ibility of blood is linearly related to the blood density. This
linear relation is supported by the experimental results ofca-
nine and porcine blood reported here and the measurements
of horse, porcine, and human blood given in the literature.
These theoretical and experimental results also indicate that
the bulk properties of blood~compressibility, sound velocity,
density, and total protein concentration! possess a one-to-one
relation with each other.
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A linear error propagation analysis was applied to a hydrophone array used to locate sperm whales
@see Møhlet al., J. Acoust. Soc. Am.107, 638–648~2000!#. The accuracy of two-dimensional~2D!
and three-dimensional~3D! array configurations was investigated. The precision in source location
was estimated as a function of inaccuracies in measurements of sound velocity, time-of-arrival
differences ~TOADs!, and receiver positions. The magnitude of additional errors caused by
geometric simplification was also assessed. The receiver position uncertainty had the largest impact
on the precision of source location. A supplementary vertical linear array consisting of three
receivers gave information on the vertical bearing and distance to the sound sources. The TOAD
data from an additional receiver as well as from surface reflections were used to form an
overdetermined location system. This system rendered positions within two standard deviations of
the estimated errors from the original 3D array. ©2001 Acoustical Society of America.
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LIST OF SYMBOLS AND ABBREVIATIONS

A data matrix
dc, dsx, etc. error~1 s.d.! of sound velocity, source posi-

tion x coordinate, etc.
b data vector
B, B30 platform B; 30-m hydrophone at platform B
c sound velocity
Cov~b! covariance matrix of vectorb
E1 –E5 detonators 1–5
G, G30 platform G, 30-m hydrophone at platform G
GPS Global Positioning System
m source solution vector
MINNA minimum number of receiver array

M, M30 platform M; 30-m hydrophone at platform M
N, N30 platform N; 30-m hydrophone at platform N
mr number of receivers
ODA overdetermined array
PLA perturbed linear array
R receiver coordinate matrix
R, R30 platform R; 30-m hydrophone at platform R
r ~1!–r ~5! receiver 1–5 coordinates
s source position vector
s.d. standard deviation
SVP sound velocity profile
TOAD time-of-arrival difference

I. INTRODUCTION

Acoustic locationing is a common technique in bio-
acoustics using a set of receivers~a receiver array!. Usually a
minimum number of receiver array~MINNA ! is used. A
MINNA implies that the array consists of the smallest num-
ber of receivers required to find the source location. To re-
strict the source to a hyperboloid surface,1 one time-of-
arrival difference ~TOAD! is needed, and therefore the
MINNA system consists of two receivers. To calculate the
source position in 2D~two dimensions!, one has to estimate
two coordinates, or two independent parameters. Therefore,
two TOADs are needed, and the MINNA system consists of
three receivers. The same argument gives a MINNA system
of four receivers when solving a 3D source location
problem.2 If there are more receivers present than what is
needed for the MINNA solution, the system is denoted an
overdetermined array~ODA!.

It is essential to know the precision of the derived source
coordinates in acoustic location studies. Location errors are
induced by uncertainties in the variables used for calculating
the source position, such as the sound and wind~current!
velocity of the medium, time of arrivals, and receiver posi-
tion coordinates. In MINNA systems the number of TOAD
data is just sufficient to calculate the source position, and
there are no extra TOAD data available to evaluate the pre-
cision. However, if the errors in the measured variables
~sound velocity, TOADs, and receiver positions! are as-
sessed, the magnitude of the error in source position can still
be determined. The simplest methods for such an error as-
sessment is linear error propagation~Taylor, 1997!. Consider
a function of N variables f 5 f (x1 ,x2 ,...xN). Assume that
the errorsdxi of the variablesxi ( i 51,...,N) can be assessed.
The linear error propagation model estimates the magnitude
of the error inf ~denotedd f ) as

d f 5A(
i 51

N S ] f

]xi
dxi D 2

. ~1!
a!Electronic mail: Magnus.Wahlberg@biology.au.dk
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If the variablesxi are correlated, Eq.~1! is modified with
additional terms containing the covariances between thexi ’s
~Taylor, 1997!.

The literature on error analysis of acoustic location sys-
tems is vast. However, for the common bioacoustic arrays
with a limited amount of receivers, there are only a few
examples where an error analysis has been performed. Smith
et al. ~1998! and Aubaueret al. ~2000! performed error
analyses of 2D MINNA systems, and Janiket al. ~2000!
compared acoustic- with telemetry-derived positions.
Watkins and Schevill~1971! outlined an error analysis for
TOAD measurement, and Cleator and Dueck~1995! made
measurements on positioning error of a 3D MINNA. In this
paper we extend Watkins and Schevill’s~1971! approach to
formulate a linear error propagation model for all the types
of errors encountered when determining the position of a
source. Only the wind~or current! field is not considered.
The problem of wind fields has been treated extensively by
other investigators~such as Spiesberger and Fristrup, 1990!.
The model presented here can be used for both 2D and 3D
MINNA or ODA systems. It is exemplified on data on sperm
whale acoustic source location presented in Møhlet al.
~2000a!.

II. METHODS

A. Field recordings

Recordings were made off the continental shelf of
Northern Norway~N69°23,E15°45! in the presence of an
unknown number of sperm whales during July 1997 and July
1998. In the recording area, the seafloor drops rapidly from a
depth of 130 m to more than 1 km. All recordings were made
in sea state 2 or below. The recording setup is described in
Møhl et al. ~2000a!. In the present paper only facts relevant
for estimating the precision of source positions are given.
The setup is schematically outlined in Fig. 1. The array con-
sisted of three free-floating platforms~labeled as in Møhl
et al., 2000a: main craftN in both 1997 and 1998, and aux-
iliary crafts G and M in 1997, R and B in 1998!, each
equipped with a hydrophone at 30 m depth. In 1998, two
additional hydrophones were lowered from theN craft to
depths of 100 and 460 m~receiver 4 and 5 in Fig. 1!. The

hydrophone signals from the two auxiliary crafts were trans-
mitted via UHF links to the main platform. On the main
platform all hydrophone signals were recorded on a Racal
Store 7D multichannel instrumentation recorder. The band-
width ~23-dB limits! of the recorded signals was 2 kHz for
the radio links and 37.5 kHz for the direct recordings on the
N craft. The signals were subsequently low-pass filtered~20
kHz! and digitized using a PC sound card~sampling fre-
quency 44.1 kHz, 16-bit resolution!. The position of each
craft was logged every 2 s using the Global Positioning Sys-
tem ~GPS; Garmin GPS45 receivers!. Additional radar mea-
surements of platform distances were made from the main
craft at irregular intervals. In 1998, the receiver positions
were calibrated using three detonators fired 3–20 m below
each craft. Two additional detonators were set off 3 m below
a fourth craft. The sound velocity profile~SVP! from the
surface to a depth of 150 m was measured in 1998 with a
custom-builtsing-aroundsound velocimeter~Urick, 1983!.
The SVP at greater depths was calculated from salinity and
temperature measurements made in the same general area
during July 1997 and July 1998~obtained from the Institute
of Marine Research, Bergen, Norway!.

B. Source location algorithms

Whales were located from TOADs of the same click
recorded on the different receivers. TOADs were measured
with a two-channel sound-editing program. Four different
source location algorithms were used.

~1! A 2D MINNA algorithm was used with the 1997 field
data~receivers 1–3 in Fig. 1!.

~2! A 3D MINNA algorithm was used with the 1998 field
data~receivers 1–4 in Fig. 1!.

~3! A vertical linear array was analyzed with data from the
three receivers on theN platform in 1998~receivers 1, 4,
and 5 in Fig. 1!.

~4! An ODA algorithm was used with data from all five
receivers in Fig. 1 as well as from surface reflections
~1998 field data!.

There are several mathematical ways to solve the source
location problem ~Watkins and Schevill, 1971; Rindorf,
1981; Spiesberger and Fristrup, 1990; Juell and Westerberg,
1993!. The algebraic solution presented here is a synthesis of
the methods used by Watkins and Schevill~1971! and Spies-
berger and Fristrup~1990!. It has the advantage of giving the
same mathematical form for 2D and 3D array systems, and
for both MINNAs and ODAs.

In the following, boldface letters indicate column vec-
tors or matrices, andT denotes the transpose operator. For a
source with position vectors5(sx ,sy ,sz)

T the distances be-
tween the source and the receivers give the equations

~r x~ i !2sx!
21~r y~ i !2sy!21~r z~ i !2sz!

2

5c2~T11t~ i !!2, i 51,2,3,mr, ~2!

where the receiver position vector of receiveri is r ( i )
5(r x( i ),r y( i ),r z( i ))

T, c is the sound velocity,t( i ) is the
TOAD between receiveri and receiver 1, andmr is the num-
ber of receivers. The time of arrival from the source to the

FIG. 1. The recording principle used for positioning sperm whales. Abbre-
viations: r5receiver, with identification and depth. GPS5Global Position-
ing System, UHF5Ultrahigh frequency radio link.N5main platform,
G,M5auxiliary platforms in 1997,R,B5auxiliary platforms in 1998. For
the recordings made in 1997, receivers 4 and 5 were not available.
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receiver 1 is denotedT1 . Placing the origin of the coordinate
system atr ~1!, and subtracting thei 51 row from the other
rows in Eq.~2!, we obtain~Spiesberger and Fristrup, 1990!

Am5b. ~3!

The ith row of the matrixA is given by 2@r ( i 11)T c2t( i
11)#, wherer ( i ) is the position vector of theith receiver,c
is the sound velocity of the medium, andt( i ) is the TOAD
between theith and the first receiver (i 51,...,mr21). The
vector m is given by @sTT1#T, wheres5(sx ,sy ,sz)

T is the
source position vector,T1 is the straight-line travel time from
the source to receiver 1. Theith row of matrixb is given by
bi52c2t2( i 11)1ir ( i )i2, whereir ( i )i denotes the length
of the vectorr ( i ).

The task is now to solve Eq.~3! for the vectorm, which
contains the source coordinates.

For a 3D MINNA system,mr54. Below, Watkins and
Schevill’s ~1971! solution is reformulated in matrix notation,
which facilitates the error analysis notation. Equation~3!
may be written as

2RTs12c2tT15b. ~4!

Here,R denotes the receiver matrix

R5S r x~2! r x~3! r x~4!

r y~2! r y~3! r y~4!

r z~2! r z~3! r z~4!
D ,

and t5@ t(2) t(3) t(4)#T. It follows that

s52c2R2TtT11 1
2R

2Tb. ~5!

Using the relationshipc2T1
25sTs, we solve forT1

T15
2p6Ap22aq

a
, ~6!

wherea5c4tTR21R2Tt2c2, p52c2tTR21R2Tb/2, andq
5bTR21R2Tb/4. Equation~5! can now be solved to give the
coordinates of the source.

Each set of TOADs will result in twoT1’s from Eq.~6!.
A negativeT1 is discarded as noncausal. Two positive solu-
tions correspond to two source positions for the given set of
TOADs. If T1 is complex there is no physical source solu-
tion.

For a 2D MINNA system, all terms withi 54 and z
indices in Eqs.~5!–~6! are omitted.

With a linear array, the bearing and range to the source
can be found in a similar manner~Møhl et al., 1990!. The
three-receiver vertical linear array analyzed in this paper had
the positions of the receiversr ~4! and r ~5! shifted from the
vertical axes, and the three receivers were not on a line. This
receiver geometry is called a perturbed linear array~PLA!.
With this array the intersection of the two rotated hyperbo-
loids is not symmetric around the vertical axes. A numerical
routine was constructed to plot the hyperboloid intersections.
First, a vertical plane was defined in the direction from the
receiverr ~1! and the source~as obtained from the 3D algo-
rithm!. The intersection of the this plane and the hyperbo-

loids was plotted, and the point where the two intersection
lines crossed was estimated from the plot and compared with
the 3D solution.

For ODA systems, the least-square solution to Eq.~3! is
obtained as

m5VS* UTb, ~7!

whereS* 5(SO 210)T andS5(SO0)T, andA5USVT is the sin-
gular value decomposition of the matrixA ~Spiesberger and
Fristrup, 1990!.

C. The linear error propagation model

First, consider a MINNA system. Watkins and Schevill
~1971! used a linear error propagation model on their 3D
location algorithm with respect to uncertainties in TOAD
measurements. Here, we expand their analysis to incorporate
the impact on location errors caused by other measured vari-
ables, such as sound velocity and receiver positions. The
analysis presented here also allows the effect of correlations
between measured variables to be investigated. The analysis
results in a covariance matrix for the source position vector,
Cov~s!, containing the estimated variances for each source
coordinate in its diagonal, and the covariances between dif-
ferent source coordinates in the off-diagonal places. The total
error is defined as the square root of the trace of the covari-
ance matrix.

The covariance matrix for the source position vector is
estimated as

Cov~s!5S ds

d~c,t,R! D
T

Cov~c,t,R!S ds

d~c,t,R! D , ~8!

where (c,t,R) denotes a vector containing thec, t, and R
elements. Vector derivatives are defined as in Wunsch
~1996!. For the uncorrelated variablesc, t, andR, Eq.~8! can
be split up into

Cov~s!5S ds

dcD
T

Cov~c!S ds

dcD1S ds

d~ t! D
T

Cov~ t!S ds

d~ t! D
1S ds

d~R! D
T

Cov~R!S ds

d~R! D . ~9!

The terms on the right-hand side in Eq.~9! correspond to the
contribution to the source position error from the inaccura-
cies in sound velocity, TOADs, and receiver position mea-
surements, respectively.

The covariance matrix forc is simply dc2, wheredc is
the standard deviation in the sound velocity estimate. The
error analysis is performed analogous to Eq.~11! below.

Each TOAD is measured between the time of arrival at
receiver 1 and receiveri. Assume that the time of arrivals are
uncorrelated and associated with an equal measurement in-
accuracy ofdt ~1 s.d.!. Then the TOADs all includeT1 and
are correlated with the amountdt2. We obtain the TOAD
covariance matrix as

Cov~ t!5F 2 1 1

1 2 1

1 1 2
G dt2. ~10!
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The derivatives ofs in Eq. ~9! are

ds

dt
52c2S T11diag~ t!1

]T

]t
tTDR21,

]T

dt
5

2dtp6

2p
]p

]t
2a

]q

]t
2q

]a

]t

2Ap22aq
2T1

]a

]t

a
,

]p

]t
5c 4 diag~ t!R21R2Tt2

c2

2
R21R2Tb, ~11!

]q

]t
52c2 diag~ t!R21R2Tb ,

]a

]t
52c4R21R2Tt,

where diag~t! is a square 333 diagonal matrix with the ele-
ments oft in the diagonal.

The evaluation of the receiver term in Eq.~9! is made
through the decomposition~receiverx, y, andz coordinates
are assumed to be uncorrelated!

S ds

d~R! D
T

Cov~R!S ds

d~R! D
5 (

j 5x,y,z
S ds

dr j
D T

Cov~r j !S ds

dr j
D . ~12!

Each receiver coordinate is determined as the distance be-
tween the receiveri and receiver 1 in the coordinate direc-
tion. Each receiver coordinate is therefore correlated with the
same coordinate of another receiver with the amount
dr j (1)2. This gives the receiver covariance matrices

Cov~r j !5F dr j~1!21dr j~2!2 dr j~1!2 dr j~1!2

dr j~1!2 dr j~1!21dr j~3!2 dr j~1!2

dr j~1!2 dr j~1!2 dr j~1!21dr j~4!2
G , j 5x,y,z. ~13!

The derivatives are found in a similar fashion to Eq.~11!.
For the ODA solution@Eq. ~7!# the error in the least-

square approximation can be estimated either through linear
error propagation or residual analysis. Linear error propaga-
tion is chosen for direct comparison with the MINNA analy-
sis. Spiesberger and Fristrup~1990! used this technique for
the case of TOAD measurement errors. Here, the same
analysis is extended to measurement errors in sound velocity
and receiver positions. The resulting covariance matrix form
contains the variancesdm25(dsx

2,dsy
2,dsz

2,dT1
2)T in the di-

agonal. The total error is defined as the square root of the
sum ofdsx

2, dsy
2, anddsz

2.
Analogous to the MINNA analysis, the covariance ma-

trix of m for ODA is

Cov~m!5VS* UTCov~b!U~S* !TVT, ~14!

where the covariance matrix ofb is split up into its uncorre-
lated terms

Cov~b!5S db

dcD
T

Cov~c!S db

dcD1S db

d~ t! D
T

Cov~ t!S db

d~ t! D
1S db

d~R! D
T

Cov~R!S db

d~R! D . ~15!

The covariance matrix of the sound velocity is given simply
by dc2, the variance of the sound velocity estimate. The
components of]b/]c are

TABLE I. Estimated error~1 s.d.! of variables used in source positioning of the Møhlet al. ~2000! data.

Variable/
source of error

Assumed
error
1997

Assumed
error
1998 Comments

Sound velocity 610 m/s 610 m/s From sound velocity profile data
Time of arrival 60.001 s 60.001 s Measurement accuracy of click timing
r 1x,y,z coordinate 60 m 60 m Defines origin of coordinate system
r 2x coordinate 670 m 620–60 m Estimated from GPS data and detonators
r 2y coordinate 60 m 60 m Defines direction ofx axis
r 3x,y coordinate 6300 m 620–60 m From radar, GPS, and detonators
r 4x,y coordinates ¯ 610–60 m From GPS and detonators
r 5x,y coordinates ¯ 610–60 m From GPS and detonators
r 2 , r 3z coordinates ¯ 62 m From detonators
r 4z coordinate ¯ 620–60 m From detonators
r 5z coordinate ¯ 620–50 m From detonators
2D simplification ¯ ¯ Magnitude of error depends on source–array geometry
Ray bending ¯ ¯ Magnitude of error depends on source–array geometry
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]bi

]c
522ct~ i !2. ~16!

The covariance matrix oft is given by

Cov~ t!5F 2 1 ¯ 1

1 2 ]

] � ]

] 2 1

1 ¯ ¯ 1 2

G dt2, ~17!

wheredt is the standard deviation of the TOAD measure-
ments@cf. Eq. ~10!#. The time derivatives ofb are

]bi

]t j
522c2t~ i !d i j , ~18!

whered i j is the Dirac delta function (d i j 50 if i ,. j , d i j

51 if i 5 j ).
The covariance matrix of the receiver positions, for the

same arguments given for Eq.~13!, is

Cov~r j !5F dr j~1!21dr j~2!2 dr j~1!2
¯ ¯ dr j~1!2

dr j~1!2 dr j~1!21dr j~3!2
]

] � ]

] dr j~1!21dr j~mr21!2 dr j~1!2

dr j~1!2
¯ ¯ dr j~1!2 dr j~1!21dr j~mr !

2

G , j 5x,y,z.

~19!

The derivatives ofb are found as

]bi

]r j~k!
52c2r j~ i !d ik , ~20!

with the Dirac delta functiond i j defined as above.

D. Sources of errors for acoustic location

Table I lists the sources of errors in variables used to
calculate source positions in the Møhlet al. ~2000a! data.

1. Linear error propagation variables

a. Sound velocity measurement. The measured SVP
~Fig. 2! decreased from 1495 m/s at the surface to 1478 m/s
at a depth of 500 m. At a depth of 800 m, the sound velocity
reached a minimum of 1460 m/s. In the location algorithms a
sound velocity value of 1480 m/s was used, as this is the
average sound velocity for a signal traveling from a source at
a depth of a few hundred meters to the receivers. In the linear
error propagation model the standard deviation of the sound
velocity estimate was set to610 m/s, which reflects the
variation observed in Fig. 2.

b. TOAD measurement. The standard deviation of
TOAD measurements was set to 1 ms. Sperm whale clicks
have well-defined onsets, and therefore TOADs can be mea-
sured with higher precision than 1 ms. However, the preci-
sion in timing degrades due to the use of radio links of lim-
ited bandwidth and dynamic range. There are several
techniques to improve the TOAD measurements~e.g., cross
correlation; Cahlander, 1967; Menne and Hackbarth, 1986!.
As the TOAD measurement errors turned out to have an
insignificant impact on source location precision in the Møhl
et al. ~2000a! data, no effort was made to make such im-
provements. Water currents~maximum 1–2 knots in the

present study! induce errors in TOAD measurements in the
sub-ms range in the array data analyzed and were therefore
not taken into account.

c. Receiver position errors. The x and y coordinates of
receivers 1–3 were determined with GPS~1 s.d. positioning
error 650 m; Kaplan, 1996!, sampled with 2-s intervals. In
1997 the GPS position of receiver 3 was not recorded due to
a technical failure, and the position of this craft was obtained
by means of observations on a radar screen. This increased
the estimated error for the coordinates of receiver 3 as com-
pared with receiver 2~Table I!. The receiver positions from
1998 were treated in three steps to minimize the impact of
fluctuations in the logged positions~Fig. 3!: ~1! The dis-
tances between the three platforms were calculated as a func-
tion of time;~2! Linear regression lines were fitted to each of
the receiver distance curves; and~3! The regression lines

FIG. 2. The average sound velocity profile calculated from salinity and
temperature measurements in the study area during July 1997 and July 1998,
by the Institute of Marine Research, Bergen, Norway. Ray tracing of a
sound source at depths of 30, 300, and 600 m. Ray separation: 8 degrees.
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were shifted up to 30 m using the detonator data. The array
geometry at the time of a whale sequence was estimated
from the adjusted regression lines.

2. Errors due to geometric simplification

a. Using a 2D algorithm in a 3D source–array geom-
etry. A geometric problem with 2D arrays occurs when the
sound source is outside the plane defined by the receivers
~Konagaya, 1982; Stæhr, 1982!. As sketched in Fig. 4~a!, the
projection of the 3D position of the sound source onto the
receiver plane may differ considerably from the coordinates
obtained with the 2D solution. The implication of this error
is that a position estimate made with a 2D algorithm is either

under- or overestimating the distances between the source
and the receivers. The magnitude of this bias increases as the
distance between the sound source and the receiver plane
increases. In Fig. 4~b! the situation for the 2D array used in
the 1997 field work is depicted for a sound source at 500 m
depth.

b. Ray bending. All the location algorithms used here
assume that the signal is traveling along a straight line from
the source to the receiver. If the sound velocity changes with
depth or otherwise, the actual sound path bends~Fig. 2;
Urick, 1983!. The measured TOADs then differ from those
from straight path propagation. Spiesberger and Fristrup
~1990! deduced an approximate formula for the deviation in
time of arrival (dT) between the curved and straight path in
the case of sound velocity changing linearly with depth

dT52S ]c~z!

]z D 2 L3

24c1
3 , ~21!

where]c(z)/]z is the slope of the sound velocity profile,L
is the distance between the source and the receiver, andc1 is
the sound velocity at the source depth.

E. Calibration of array configuration

The receiver array used in 1998 was calibrated using
two detonators set off at 3 m depth from a separate, GPS-
positioned, dinghy. The TOAD data from these detonators
were used to compare acoustically derived locations with
GPS positions.

FIG. 3. ~a! Distance between platforms as a function of time during the
1998 recordings. The linear regression lines for each platform distance are
indicated. Six whale sequences and the detonatorsE1 –E5 are indicated.~b!
Calibration of recording geometry during 1998. Numbers refer to detonators
E1 –E5. Circles signify the GPS positions of the platforms, with the centers
obtained through the linear regression given in Fig. 6~a!. The diameter rep-
resents the 2-s.d. uncertainty in platform positions. The crosses at 1–3 are
constructed from distances derived from the time of arrivals of the detonator
signals to the platforms. The crosses at 4 and 5 are derived from acoustic
localization of the detonatorsE4 –E5. From: Møhlet al. ~2000a!, courtesy
of the Journal of the Acoustical Society of America.

FIG. 4. ~a! Illustration of the positioning error produced by locating a sound
source with a 2D array, when the actual position of the source~denoted 3D
solution! is not situated on the receiver plane.~b! Magnitude and direction
of this error from the 1997 data. Depth of sound source: 500 m. The arrow
shows the magnitude and direction of the difference between the 2D solu-
tion and the 2D projection of the 3D solution.
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III. RESULTS

A. Indentifying click sequences

Click sequences were identified across receivers as con-
secutive clicks having the same~within 1 ms! interclick in-
tervals on all receivers. Five click sequences from 1997 and
six sequences from 1998 were analyzed. The shortest se-
quence consisted of five consecutive clicks, and the longest
of 64. Click sequences are labeled as in Møhlet al. ~2000a!.

B. Error map of the 2-D MINNA

In Fig. 5, the result of the linear error propagation model
for the 2D hydrophone array used in 1997 is shown. The
contour lines~spaced 1000 m apart! indicate the magnitude
of the location error~1 s.d.!, using the variable errors listed
in Table I. The source position of five click sequences are
indicated~the sequences 4t1640 and 4t1659 are so close to
each other that only one position is indicated!. In Table II,
the results from the linear error propagation model are shown
for one of the whales (4t1659). This sequence is chosen to
illustrate the error propagation analysis for a source outside
the array, close to the line connecting two receivers. Errors
are given in percent as the ratio of the error and the estimated
source distance tor ~1!. Assuming that the whale is not situ-
ated deeper than 500 m, the maximum impact on geometric
simplification is also given in Table II. Three of the se-
quences in Fig. 5 (4t1640, 4t1659, and 4t1808b) are situ-
ated in areas where the location error is very large. Two pairs
of sequences (4t1640– 4t1659, and 4t1817– 4t1927) almost

overlap in their positions, indicating that they are from the
same whale. Thus, the five sequences probably are produced
by three individual whales.

C. Error of the 3D array used in 1998

Figure 6 shows the array system used in 1998. The po-
sitions of six whale sequences are indicated, as well as the
positions of the five detonators fired from the platforms and
an additional dinghy. The time elapsed from the first whale
sequence (7t898) to the last transient event (E5) is 14 min.
The sequences were probably generated by three individual
whales~1: sequences 7t1036 and 7t898; 2: 7t954, 7t990,
and 7t1020; and 3: 7t915). In Table II, the coordinates of
two of the six click sequences are listed, together with the
results of the error analysis.

The E1 –E3 detonators were also used to position the
deep hydrophonesr ~4! andr ~5!. In Table III, the results are
presented, as well as the errors from a linear error propaga-
tion analysis.

The TOAD measurements from the two detonators
E4 –E5 were used to compare GPS and acoustic positions.
The acoustically derived positions did not deviate more than
40 m from the GPS positions of the detonators.

D. Positions from the PLA compared with 3D positions

For the PLA, the intersection of each hyperboloid and
the vertical plane between receiver 1 and the 3D-derived

FIG. 5. Magnitude of the error in source position due to uncertainties in
measurements of TOADs, sound velocity, and receiver positions applied to
the 2D array data from 1997.r (1) –r (3): receivers. Contour lines~spaced
1000 m! indicate the one standard deviation positioning error in m. Positions
~diamonds! of five sperm whales are indicated (4t1640 and 4t1659 are at
the same position!.

TABLE II. The impact on source position accuracy from errors in sound velocity, TOAD measurements, and receiver positions. The sequence 7t898 has 2
solutions. Errors are given in percent of the ratio between the standard deviation error estimates and the derived distance between the whale and the origin of
the array. Geometric error is calculated for a source depth of 500 m.

Whale
Position

(x,y,z) @km#
Sound velocity

error @%# TOAD error @%#
Receiver position

error @%#
3D to 2D

geometric error@%#
Ray curvature

error @%#

4t1659 1.0, 0.2,2 0.6 0.4 300 30 ¯

7t898.1 20.5, 20.4, 0.2 20 2 500 ¯ 3
7t898.2 227, 213, 0.8 700 80 4000 ¯ ¯

7t990 0.3,21.4, 0.3 5 0.2 50 ¯ 0.5

FIG. 6. Array geometry of the 1998 recordings reported in Møhlet al.
~2000!. Receiversr (1) –r (5) are indicated. The positions of six whale se-
quences are shown as diamonds. Sequences 7t898, 7t915, and 7t1036 are in
a location of the array, where two source positions are found from the set of
TOADs ~denoted 7t1036.1, etc.; 7t898.2 and 7t915.2 are outside the range
of the figure!. DetonationsE1 –E5 are indicated.

403 403J. Acoust. Soc. Am., Vol. 109, No. 1, January 2001 Wahlberg et al.: Estimating source position accuracy



whale position are shown in Fig. 7. The curves are not sym-
metric around ther1 –r ( i ) axis, as this axis is not running on
the whale–receiver 1 plane. The 3D solution is on the H14
curve, as receiver 4 is part of the 3D MINNA system. The

H15 curve is not running through the 3D solution, probably
due to uncertainties in the position of receiver 5. In Table IV,
the estimated ranges and bearings are compared with the 3D
MINNA results for two whale sequences. The ranges and
bearings calculated with the perturbed linear array are within
the error margins of the 3D solution.

Several signals contained echoes, likely generated by
surface reflections. Surface reflections can be viewed as re-
cordings made by virtual hydrophones, situated above the
surface at a height corresponding to the depth of the ‘‘real’’
receiver ~Urick, 1983; Møhl et al., 1990; Aubaueret al.,
2000!. Surface reflection data were incorporated into the lin-
ear array analysis. The curve generated by the TOAD from a
surface reflection is shown in Fig. 7~b! as a dotted curve. The
dotted curve is converging reasonably well towards the 3D
solution, so the corresponding echo is regarded as a surface
reflection.

The surface reflected signal is expected to be 180 deg
phase shifted compared with the direct signal~Urick, 1983!.
This should be easily observed in the cross correlation be-
tween the direct and the surface reflected signals and could
thus be a further help in the interpretation of echoes. How-
ever, in the Møhlet al. ~2000a! there was no clear negative
maximum in the cross-correlation function between click and
echo, so this method could not be readily implemented.

E. The ODA compared with the 3D MINNA and the
PLA solutions

In Table IV, the range and bearing to the source are
shown with an ODA system using receivers 1–5 and surface
reflection data. Signals were considered as originating from
surface reflections if the analysis with the PLA indicated that
this was plausible. The ODA solution can be compared with
results from the two other location algorithms: the 3D
MINNA system and the PLA~Table IV!. In most cases the
error estimates derived with the ODA and 3D MINNA were
of similar magnitude. If the source was situated outside the
array close to one of its corners, the ODA errors were
smaller by up to an order of magnitude~e.g., the sequence
7t898 in Table IV!.

F. Errors due to a varying sound-velocity profile

The error from ray bending in five sequences from 1998
data was estimated. The source was assumed to be at the
position given by the 3D solution, and Eq.~21! was used to
compensate for the measured TOADs for ray-bending ef-
fects. Then, a new 3D position was calculated with the ad-
justed TOADs. The difference from the uncorrected posi-
tions was always less than 10% of the total error as derived
from linear error propagation~Table II!.

IV. DISCUSSION

The accuracy of source location depends on the preci-
sion of the measurements in sound velocity, TOADs, and
receiver positions, as well as on source–array geometry. It is
evident from Fig. 5 that the location precision is a compli-
cated function of the bearing and range from the array to the
source.

TABLE III. Positions of the two deep hydrophones deployed from theN
craft derived from detonatorsE1 –E3.

Receiver x @m# y @m# z @m#

r (4) 23620 259660 462610
r (5) 22620 37650 98630

FIG. 7. ~a! Geometry of the perturbed linear array analysis.
x,y5coordinate system of the 3D algorithm. Abbreviations:N5platform.
r ~1!, r ~4!, r ~5!5receivers 1, 4, and 5.s5position of whale, calculated with
the 3D algorithm.g5direction between receiver 1 and the whale in the
horizontal plane.P5The vertical plane throughr ~1! and s. H14 ~H15!:
Intersection ofP and the hyperboloid created from TOAD between receivers
1 and 4~5!. ~b! View of the receiver 1–source plane~P in 7a! for click
sequence 7t1036.r „4… andr „5… are projections of receivers 4 and 5 onto the
planeP. A surface reflection is treated as recorded by an additional virtual
receiver, denotedr5v. The curves corresponding to TOADs between receiv-
ers 1–5 and 1–4 are drawn with solid lines, and the curve corresponding to
TOADs between receiver 1 and the virtual receiver is drawn with a dotted
line.
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A considerable problem with locating directional
sources with a MINNA system is that there are no means to
assure that the signal is correctly interpreted in terms of di-
rect and reflected paths. In the present study the PLA data
were used to confirm the range and vertical bearing to the
source from theN platform. Still, there is a possibility that an
erroneous interpretation of the signal TOADs can render
similar yet erroneous results with the two location systems,
as two of the linear array receivers were also a part of the 3D
MINNA system. To some extent, surface reflections can be
used to confirm the interpretation of the TOADs~Møhl et al.,
1990; Aubaueret al., 2000!. The problem can best be mini-
mized through the use of an overdetermined system, where
additional independent data are collected.

Overdetermined systems are also favorable in terms of
reducing the positioning error. This effect is most clearly
seen in the areas of the array where the ODA systems are
very sensitive to errors~Table IV!.

The linear error propagation analysis applied in this
study gives a measure of the expected error in source loca-
tion. The fact that the analysis is linear makes it unfeasible in
areas of the array where the location error increases rapidly
~i.e., nonlinearly!. This is clearly seen in Table II. The esti-
mated source location errors of the sequences 4t1659 and
7t898 are much larger than the location inaccuracies we
would expect from repeated measurements of sound sources
situated at these positions. Spiesberger~1999! deduced
boundaries where the linear approximation of location errors
breaks down for overdetermined acoustic location systems.
A similar approach to MINNA systems would be useful to
define the source–array geometries for which the linear error
propagation analysis presented here is valid. The nonlinear
effect is largest where the hyperboloid surfaces have large
curvature or are almost parallel.

The PLA created with the hydrophones deployed from
the N platform in 1998 gave additional vertical bearing and
range data which proved useful to confirm source positions
derived with the 3D algorithm@Fig. 7~b!, Table IV#. In two
end-fire situations~sequences 7t898 and 7t1036 in Fig. 5!
the difference in the ranging estimation of the PLA and the
MINNA solutions was within 20% of the range. The differ-
ence is readily explained by the uncertainties in theN100
andN460 receiver positions.

When cross-correlating a click with an assumed surface
reflection, it was not possible to discern whether the cross-
correlation function had a positive or a negative maximum.

A likely reason for this is the observed acute directionality of
sperm whale clicks~Møhl et al., 2000a!. The direct path and
surface reflected signals originate from different directions of
the sperm whale transmission beam, and therefore the fre-
quency and phase content of the two signals may differ sig-
nificantly. Additionally, inhomogeneities in the water mass
between the source and the various receivers may distort the
signal differently.

There are two major causes for source position uncer-
tainty in the hydrophone array system described by Møhl
et al. ~2000a!: receiver position uncertainty, and the usage of
a 2D array in a 3D geometry. The second problem was elimi-
nated during the field work in 1998 through the use of a 3D
array. In addition, the errors in receiver positions were re-
duced through acoustic calibration by the firing of detona-
tors. The differences between acoustically derived and GPS-
logged receiver positions were well within the650-m error
margin of the GPS system at the time@Fig. 3~b!#. This indi-
cates that the regression performed on the GPS coordinates
@Fig. 3~a!# eliminated some of the error associated with the
GPS location of the platforms. The spurious jumps in the
GPS locations observed in Fig. 3~a! are due to short periods
where one or more of the GPS receivers lost contact with the
satellites. During such circumstances the GPS receiver is es-
timating its position from dead reckoning. More accurate re-
ceiver positions can be obtained using differential GPS re-
ceivers ~Kaplan, 1996!. With such a system, the platform
location error can be reduced by about one order of magni-
tude, leading to a similar reduction in errors in source loca-
tion.

The impact of ray bending on location errors at the
ranges and depths relevant for the Møhlet al. ~2000a! data is
at least an order of magnitude smaller than location errors
caused by receiver position uncertainties~Table II!. Figure 2
shows that the the ray tracings create no major ray bending at
the distances and depths relevant for the data presented here.
The largest problem with ray bending is the fact that the SVP
of the present study created a shadow zone~Urick, 1983;
Fig. 2! for shallow sources and receivers. This shadow zone
starts a few kilometers away from the source and may cause
considerable underestimation of sound levels recorded from
shallow or distant whales.

The linear error propagation model is a useful tool for
estimating location errors. Such an analysis can be used to
obtain error estimates for derived parameters based on rang-
ing information such as source levels~Møhl et al., 2000a!.

TABLE IV. Comparison of 3D MINNA, ODA, and PLA positioning for two click sequences selected from the 1998 data in Møhlet al. ~2000!. The sequence
7t898 has two solutions with the MINNA system. Range is the estimated distance from the source to receiver 1 in the origin of the array. Bearing is the angle
between the horizontal plane and the line connecting the whale and receiver 1. Virtual hydrophones are constructed from signals interpreted as beingreflected
from the surface~see the text!. The sequences are selected to illustrate the performance of the error analysis. All errors are standard deviations~61 s.d.!.

Whale

3-D MINNA 3-D ODA PLA

~Receivers 1–4! ~Receivers 1–51virtual receivers! ~Receivers 1, 4, and 5!

Range tor (1)
@km#

Bearing
@degrees#

Source depth
@km#

No of virtual
receivers

Range tor (1)
@km#

Bearing
@degrees#

Source depth
@km#

Range tor (1)
@km#

Bearing
@deg#

Source depth
@km#

7t898.1 0.763 18680 0.260.5 0 0.760.7 1666 0.260.7 0.7 18 0.2
7t898.2 30690 1660 0.8630 ¯ ¯ ¯ ¯ ¯ ¯ ¯

7t990 1.460.6 11621 0.360.6 2 2.360.5 1064 0.460.1 1.1 15 0.3

405 405J. Acoust. Soc. Am., Vol. 109, No. 1, January 2001 Wahlberg et al.: Estimating source position accuracy



The error analysis is also an effective tool for pinpointing the
factors causing the largest impact on the source position pre-
cision. This has been an important argument in developing
the acoustic location systems investigated here into an over-
determined acoustic location system~Møhl et al., 2000b!.
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Whistles of boto, Inia geoffrensis, and tucuxi, Sotalia fluviatilis
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Whistles were recorded and analyzed from free-ranging single or mixed species groups of boto and
tucuxi in the Peruvian Amazon, with sonograms presented. Analysis revealed whistles recorded
falling into two discrete groups: a low-frequency group with maximum frequency below 5 kHz, and
a high-frequency group with maximum frequencies above 8 kHz and usually above 10 kHz.
Whistles in the two groups differed significantly in all five measured variables~beginning
frequency, end frequency, minimum frequency, maximum frequency, and duration!. Comparisons
with published details of whistles by other platanistoid river dolphins and by oceanic dolphins
suggest that the low-frequency whistles were produced by boto, the high-frequency whistles by
tucuxi. Tape recordings obtained on three occasions when only one species was present tentatively
support this conclusion, but it is emphasized that this is based on few data. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1326082#

PACS numbers: 43.80.Lb@WA#

I. INTRODUCTION

The platanistoid boto~Inia geoffrensis! and the delphi-
noid tucuxi ~Sotalia fluviatilis! are sympatric throughout the
Amazon River Basin and in portions of the Orinoco River
Basin. ~In Peru, where our work was conducted, these spe-
cies are known asbufeo coloradoand bufeo gris, respec-
tively.! There are several reports characterizing vocalizations
by both of these species~see below!, but both species are still
considered poorly known in terms of bioacoustic communi-
cation. This is in large part because of incomplete data, and
some contradictions between different reports~see Nekoosa
and Takemura, 1975; Best and da Silva, 1989!.

From recordings of captive boto, Caldwellet al. ~1966!
and Caldwell and Caldwell~1967! recognized 12 types of
vocalizations in four major categories: click trains, single
intense clicks, jaw snaps, and burst-pulsed sounds. In this
last category, they placed seven discrete types of sounds with
frequencies well below 20 kHz~‘‘squawk,’’ ‘‘screech,’’
‘‘bark,’’ ‘‘whimper,’’ ‘‘crack,’’ ‘‘squeal,’’ and ‘‘squeaky-
squawk’’!. Sonograms with an effective bandwidth of 600
Hz were presented for the first five. No whistles were re-
corded.

Three years later, Caldwell and Caldwell~1970! pre-
sented additional data to support the view that boto do not
whistle. Norriset al. ~1972! described a ‘‘burst-pulsed yelp’’
they recorded when a calf was present in a group of boto.
Nekoosa and Takemura~1975! reported hearing whistles
from boto, but Best and da Silva~1989! opined that these
whistles were probably produced by tucuxi, which often
were present with or near the boto.

Norris et al. ~1972! described single whistles~approxi-
mately 0.2-s long and rising in frequency between 10 and 15
kHz! which they presumed were made by tucuxi, but they
gave no sonograms or sound spectra. Alcuri and Busnel
~1989! found that the frequencies of whistles from tucuxi
were centered around 14 kHz; they, too, neglected to present
a sonogram.

There has been some research into the high-frequency
echolocation of both boto and tucuxi~e.g., Evans, 1973; Pen-
ner and Murchison, 1970; Kamminga, 1979; Kamminga
et al., 1993; Wiersma, 1982!. However, none of the reports
on this research addresses lower-frequency whistling.

This paper presents sonograms of whistles from free-
ranging boto and tucuxi in single or mixed species groups in
Peru, gives a detailed analysis of the whistles thought to be
made by each of the two species, and presents evidence to
support this conclusion.

II. MATERIALS AND METHODS

Vocalizations were recorded, from free-ranging animals
of single or mixed species groups of boto and tucuxi, in
tributaries of the Amazon, Maran˜on, and Tigre rivers in
1991, 1992, and 1993~Table I!. Recordings were made from
a drifting 6-m aluminum skiff, with engine off, using a
custom-made hydrophone~C. Clark, Cornell University! and
a Marantz PMD-430 tape recorder. This system has a flat
frequency~63 dB! response range to 15 kHz, using TDK
SA90, AVX90, or Supertape MII-90 cassette tapes. Informa-
tion on species present, group size and composition, sounds
heard, and behavior were noted on the narrative channel of
the recorder and in field notebooks.

All tapes were analyzed with the IBM/PC-based analysis
system known as ‘‘SIGNAL’’ ~Engineering Design, Belmont,
MA !. Analysis frequency range was set between 0 and 10, 0
and 20, or 0 and 25 kHz, depending on frequency range of

a!Current address: Department of River Dolphin Research, Institute of
Hydrobiology, The Chinese Academy of Sciences, Wuhan,
Hubei 430072, China.

b!Deceased January 1997.
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the signals. Sonograms were visually inspected first using a
real time spectrogram~RTS! program while simultaneously
listening to the original recording. All whistles with suitable
signal-to-noise ratios were analyzed. Frequencies higher than
the flat range of the recording system could be read and
measured with the ‘‘enhancing’’ function ofSIGNAL.

Sonograms were produced with a frequency resolution
of 49, 98, or 122 Hz when the analysis bandwidth was 10,
20, and 25 kHz, respectively. Parameters were measured di-
rectly on the computer screen with the cursor supplied with
SIGNAL. For each whistle, the following five variables were
measured from its sonogram: beginning frequency, end fre-
quency, minimum frequency, maximum frequency, and du-
ration.

Microsoft EXCEL was used to plot the distribution of the
minimum and maximum frequency measures of each
whistle. The STATVIEW statistical package~Anonymous,
1986! was used to calculate means, standard deviations, and
coefficients of variation for all measured variables. A one-
factor analysis of variance~ANOVA ! analysis program
~SchefféF test! was used to test differences in specific vari-
ables between two groups of whistles. SAS~Anonymous,

1985! was used to compute a percent-correct classification
score for these two groups.

III. RESULTS

Analysis was based on a total of 610 min of recordings
from the three years~Table I!. A total of 233 whistle samples
was obtained, 76 from 1991, 155 from 1992, and 2 from
1993. Group sizes of the animals recorded were generally
between 3–5 individuals.

For recordings from 1991, the frequencies of most
whistles~73 of 76! are below 5 kHz, and those of the other
three exceed 8 kHz, which were recorded when only tucuxi
were present for a session on 13 March 1991. For the session
on 14 March 1991, only three low-frequency whistles were
recorded when only boto were present during the recording.
For the recordings from 1992, the frequencies of most
whistles~152 of 155! exceed 8 kHz, and those of the other
three are below 5 kHz. Two low-frequency whistles~below 5
kHz! were recorded when only boto were present on 9 June
1993.

A plot of the distribution of the minimum and maximum
frequency of all the measured whistles is shown in Fig. 1.
From the figure, it is clear that all whistles fall into two
groups, based on differences in their maximum frequency: a
low-frequency group in which all the maximum frequencies
are below 5 kHz and a high-frequency group in which all the
maximum frequencies are above 8 kHz, and most of these
are above 10 kHz.

Descriptive statistics of the measured variables of the
whistles of these two groups are shown in Table II. It can be
seen that the four measured frequency variable values of the
high-frequency group are much larger than those of the low-
frequency group. For example, the mean value of the maxi-
mum frequency of the low-frequency group is 2.97 kHz, but
the same value of the high-frequency group is as high as
15.41 kHz, almost 5.2 times higher. The duration of sounds
of the low-frequency group is much longer than the one of
the high-frequency group. The mean difference between

TABLE I. Summary of recording used for this report. All recordings were
made upriver of the city of Iquitos, Peru, in the Maran˜on and Tigre Rivers
and their tributaries~approximately 4.5° South, 74.5° West!. Species are
marked as present~yes! or absent~no! with no designation of numbers, since
group sizes~generally 3 to 5! were estimates only.

Date Boto Tucuxi No. of whistles

11 March 1991 Yes Yes 35
12 March 1991 Yes Yes 35
13 March 1991 No Yes 3
14 March 1991 Yes No 3
28 July 1992 Yes Yes 0
30 July 1992 Yes Yes 155
31 July 1992 Yes Yes 0
3 August 1992 Yes Yes 0
9 June 1993 Yes No 2

Grand total5233

FIG. 1. Plot of max. and min. fre-
quency of all the recorded whistles.
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these groups is as high as 0.73 s, which is 1.8 times the mean
duration of the high-frequency group sounds. There is a con-
sistent pattern in coefficients of variation: all the frequency
variables have the lowest coefficients of variation; duration
has much higher coefficients of variation than frequency
variables.

Contours of sonograms of the two groups’ whistles are
also different. The ones of low-frequency whistles are simple
and flat, with very little frequency modulation: 0.43 kHz
~defined as the range between mean maximum and minimum
frequency of the whistles; see Table II and Fig. 2!; the con-
tours of high-frequency whistles are usually not flat but show
some degree of loop~deep up–down or down–up! structure,
with much greater frequency modulation: 5.2 kHz~see Table
II and Fig. 3!.

All the measured variables: beginning frequency, end
frequency, minimum frequency, maximum frequency, and
duration, are significantly different between the low- and
high-frequency groups~one-factor ANOVA, Scheffe´ F Test,
P,0.001! ~Table III!. The percent-correct classification
score of pairwise discriminant analysis is as high as 100,
which means that a discriminant function developed from the

analysis can classify each whistle into its proper group easily
and without errors.

IV. DISCUSSION

Dolphin whistles have been implicated in communica-
tion ~Herman and Tavolga, 1980!, and especially noisy bouts
of whistling have been noted during high levels of social
activity ~Norris et al., 1985!. Herman and Tavolga~1980!
asserted, however, that species in which individuals habitu-
ally travel alone or in small groups, such as the platanistoid
river dolphins, do not whistle. They attempted to relate
whistle production with special functions in large schools,
such as maintaining vocal communication during food search
by echolocation. There are, however, published accounts of
whistling by some platanistoid dolphins.

Jing et al. ~1981! described a whistle-like sound from
baiji ~Lipotes vexillifer!. Subsequently, Wanget al. ~1989,
1999! by analyzing vocalizations recorded in captivity and in
the wild, confirmed that baiji do indeed produce whistles.
Whistles were also found in recordings of susu~Platanista
gangetica! from the Ganges River~Mizue et al., 1971!, al-
though not in recordings of captive bhulan~P. minor! from
the Indus River~Herald et al., 1969!. In the recordings of
both baiji and susu, whistles were relatively infrequent, and
such infrequency may account in part for the few reports of
whistling by platanistoid dolphins.

As a platanistoid species, boto has also been thought to
be one of the ‘‘nonwhistling’’ dolphins~Herman and
Tavolga, 1980!. But, on two recording sessions when only
boto were present from this study, some low-frequency
whistles~five whistles! were recorded. On one recording ses-
sion when only tucuxi were present, three high-frequency
whistles were recorded. In another recording session made
with tucuxi on 5 July 1994, high-frequency whistles were
also the only ones recorded~B. Würsig, 1994!. Several lines
of evidence lead us to speculate on the origins of the two
frequency classes of whistles in those samples.

It has been demonstrated for at least seven species of
small cetaceans~Tursipos truncatus, Lagenorhychus acutus,

TABLE II. ~a! Descriptive statistics for variables of 76 whistles of the low
frequency group~frequency is in kHz and duration in seconds!. ~b! Descrip-
tive statistics for variables of 155 whistles of the high frequency group
~frequency is in kHz and duration in seconds!.

Variable Smallest Largest Mean Std. dev. C.V.

~a!
Beginning frequency 0.22 4.22 2.61 0.75 28.55
End frequency 0.36 4.86 2.86 0.77 27.01
Minimum frequency 0.22 4.22 2.54 0.76 29.88
Maximum frequency 0.50 5.16 2.97 0.84 28.11
Duration 0.16 4.42 1.14 1.04 91.10

~b!
Beginning frequency 3.65 21.21 10.76 3.53 32.77
End frequency 7.89 23.11 14.35 2.89 20.15
Minimum frequency 3.65 18.14 10.21 3.10 30.39
Maximum frequency 8.28 23.86 15.41 3.11 20.18
Duration 0.06 1.04 0.41 0.21 51.10

FIG. 2. Sonograms of four typical
whistles from the low-frequency
group: contours are simple and flat,
with very little frequency modulation.
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L. obscurus, Stenella frontalis, S. longirostris, S. attenuata,
and Globicephala melas! that whistles have consistent,
species-specific characteristics and the frequency of whistles
is the least variable acoustic parameter within that species
~Steiner, 1980, 1981; Wang, 1993; Wanget al., 1995a, b!. If
we assume that the two categories of whistles were from two
species, the result of this study tallies with this conclusion,
i.e., coefficients of variation of frequency variables of each
group are much lower than the one of duration of the same
group ~Table II!. Furthermore, there were significant differ-
ences between the high-frequency group and the low-
frequency group in all measured frequency and duration pa-
rameters~Table III!.

Contours and frequency modulation ranges of whistles
in the low-frequency group are similar to those reported for
baiji ~Jing et al., 1981; Wanget al., 1989, 1999! and susu
~Mizue et al., 1971!. The contours are simple and flat, with
little frequency modulation. Contours and frequency modu-
lation ranges of whistles in the high-frequency group are
more like those of such oceanic species as bottlenose, spin-
ner ~Stenella longirostris!, spotted~S. frontalis!, and dusky
~Lagenorhynchus obscurus! dolphins ~Graycar, 1976;
Steiner, 1980, 1981; Wang, 1993; Wanget al., 1995a, b!.
The contours are usually not flat but with some loop struc-
tures, and exhibit much greater frequency modulation. Fur-
thermore, the whistles in this group are similar to sounds
attributed to tucuxi by Alcuri and Busnel~1989! and Norris
et al. ~1972!.

From the evidence stated above, we tentatively con-
cluded that whistles of the low-frequency group were made
by boto, those of the high-frequency group by tucuxi. This
conclusion is further strengthened~but not proved! by the
small number of recordings we made when single-species
presence was known.

Our assignation is consistent with the general pattern
noted by Wang~1995b! in which, while habitats were simi-
lar, the maximum frequency of whistles in small cetaceans
tended to rise as body length decreased. At approximately
1.5 m maximum length, the tucuxi is among the smallest of
the delphinids. The boto reaches a maximum length of about
3 m ~Leatherwood and Reeves, 1983!. Meanwhile, body
lengths of baiji and susu are similar but shorter than those of
boto, at usually less than 2.5 m~Leatherwood and Reeves,
1983!, and their whistles’ maximum frequencies are also
similar but higher than the assumed ones of boto, usually
close to 6 kHz~Mizue et al., 1971; Wanget al., 1989, 1999!.

In summary, we recorded and analyzed whistles from
free-ranging single or mixed species groups of boto and tu-
cuxi. Sonograms are also presented. We found two broad
classes of whistles that were probably from two different
species, the high-frequency ones from tucuxi, and the low-
frequency ones from boto. We urge further study of the
sound repertoire of these species.
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FIG. 3. Sonograms of four typical
whistles from the high-frequency
group: contours are usually not flat,
showing some degree of loop struc-
ture, with much greater frequency
modulation. Note the differences in
scales: Fig. 254.5 kHz, Fig. 3525
kHz.

TABLE III. The results of one factor ANOVA~SchefféF test! comparing
variables of whistles of the two frequency groups. B.F.5beginning fre-
quency; E.F.5end frequency; Mn.F.5minimum frequency; Mx.F.
5maximum frequency; D.5Duration; Mean differences of the variables be-
tween the two groups are in~ !.

Comparisons B.F. E.F. Mn.F. Mx.F. D.

High F. group 396a 1158a 450a 1172a 72a

vs
Low F. group ~8.15! ~11.49! ~7.67! ~12.44! ~20.73!

aSchefféF test values are significant atp50.001.
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Sound localization in a new-world frugivorous bat, Artibeus
jamaicensis: Acuity, use of binaural cues, and relationship
to vision
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Department of Psychology, University of Toledo, 2801 West Bancroft Street, Toledo, Ohio 43606
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Passive sound-localization acuity and its relationship to vision were determined for the echolocating
Jamaican fruit bat~Artibeus jamaicensis!. A conditioned avoidance procedure was used in which the
animals drank fruit juice from a spout in the presence of sounds from their right, but suppressed their
behavior, breaking contact with the spout, whenever a sound came from their left, thereby avoiding
a mild shock. The mean minimum audible angle for three bats for a 100-ms noise burst was
10°—marginally superior to the 11.6° threshold for Egyptian fruit bats and the 14° threshold for big
brown bats. Jamaican fruit bats were also able to localize both low- and high-frequency pure tones,
indicating that they can use both binaural phase- and intensity-difference cues to locus. Indeed, their
ability to use the binaural phase cue extends up to 6.3 kHz, the highest frequency so far for a
mammal. The width of their field of best vision, defined anatomically as the width of the retinal area
containing ganglion-cell densities at least 75% of maximum, is 34°. This value is consistent with the
previously established relationship between vision and hearing indicating that, even in echolocating
bats, the primary function of passive sound localization is to direct the eyes to sound sources.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1329620#

PACS numbers: 43.80.Lb, 43.80.Jz@WA#

I. INTRODUCTION

A major feature of mammalian hearing is the wide, but
systematic, variation in the ability of different species to lo-
calize sound. Two aspects of sound localization in particular
vary in predictable ways: sound-localization acuity and the
upper limit of the ability to use the binaural phase-difference
cue.

First, sound-localization acuity, as revealed by minimum
audible angle, extends over a wide range from the 1–2° acu-
ity of humans and elephants, to the 25° acuity of some ro-
dents and hoofed animals, to the inability of subterranean
species to localize brief sounds~H. Heffner and Heffner,
1998!. However, this variation is not due to special adapta-
tions on the part of individual species to specific ecological
niches, such as whether an animal is a predator or prey,
nocturnal or diurnal. Nor is it simply related to the magni-
tude of the available binaural locus cues, as reflected in an
animal’s head size. Instead, the variation in sound-
localization acuity is related to the width of the field of
best vision such that animals with narrow fields of best vi-
sion have good localization acuity, whereas those with
broader fields of best vision have poorer acuity~R. Heffner
and Heffner, 1992b; R. Heffner, Koay, and Heffner, 1999!.
The explanation for this relationship is that a major function
of sound localization is to direct an animal’s field of best
vision to the source of a sound. The accuracy with which
the ears must direct the eyes depends on the width of
the visual field being directed. Thus, species with narrow
fields of best vision, such as humans, require more accurate
information about the locus of a sound source than species
with wide visual streaks, such as cattle, and those that do

not use vision~subterranean mammals! do not localize sound
at all.

The second feature of sound localization that shows sys-
tematic variation is the upper limit of use of the binaural
phase cue, a subset of the binaural time cue that involves
detecting differences in the phase of a pure tone reaching the
two ears. In general, most mammals are able to use both
binaural locus cues, the difference in the time of arrival as
well as the difference in the intensity of a sound at the two
ears, although a few species rely on only one or the other of
the cues~R. Heffner and Heffner, 1989, 1992a; Koayet al.,
1998b!. Among those species that use the binaural time cue,
the upper frequency limit for using it can be measured by
determining the highest frequency at which the animal can
detect differences in the phase of a pure tone reaching the
two ears or the highest frequency that can be localized free
field using only the binaural phase-difference cue. For ex-
ample, humans can use the binaural phase cue at frequencies
up to 1.3 kHz~Klump and Eady, 1956! and chinchillas up to
2.4 kHz~R. Heffneret al., 1994!, whereas the Egyptian fruit
bat ~Rousettus aegyptiacus! can use the binaural phase cue at
frequencies as high as 5.6 kHz~R. Heffner, Koay, and Hef-
fner, 1999!. This variation in the upper limit of binaural
phase is not random, but is inversely related to interaural
distance such that small species with close-set ears have a
higher upper limit than larger species~e.g., Brown, 1994; R.
Heffner et al., 1999!. This relationship is based on the fact
that the phase cue becomes physically ambiguous at lower
frequencies for larger mammals than it does for smaller
mammals. However, some interaural distances may be too
small to provide useful time differences and an animal may
relinquish binaural time analysis altogether, as apparently
has happened with some small mammals such as big browna!Electronic mail: RHeffne@pop3.utoledo.edu
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bats, hedgehogs, and spiny mice~Koay et al., 1998b; Mas-
tertonet al., 1975; Mooney, 1992!.

Because an understanding of the variation in sound lo-
calization is relevant to the physiological as well as the eco-
logical study of hearing, it is important to extend our obser-
vations to additional species. Bats, of which there are more
than 950 species, are of particular interest because so many
have developed the use of active sonar entailing a variety of
auditory specializations. Further, bats are a diverse group
ranging from the insectivores familiar in temperate and even
cold climates to tropical bats that eat meat, fish, blood, fruit,
and nectar—adaptations which impose different demands on
sonar for orientation and feeding~Arita and Fenton, 1997!.
Knowledge of their passive localization abilities would
broaden the sample upon which to base an understanding of
mammalian sound localization. Moreover, whereas big
brown bats have relinquished the use of binaural time cues,
Egyptian fruit bats can extract binaural phase cues at higher
frequencies than other mammals, which suggests that the
study of bats may shed more light on the use of this cue in
small mammals.

Accordingly, the purpose of this study was to broaden
the sample on which to base a comparative analysis of the
hearing of bats by determining the passive sound-localization
abilities of the Jamaican fruit bat~Artibeus jamaicensis!, a
microchiropteran bat found in Central and South America.
The Jamaican fruit bat is a leaf-nosed bat~Phyllostomidae!
and, because of its very low-intensity sonar signal, is also
known as a whispering bat~Griffin, 1958!. Its diet consists of
fruit, mainly figs, concealed in leaf clutter high in the
canopy, which it locates and identifies using olfaction, al-
though sonar may be used in the final approach to a food
item ~Bonaccorso and Gush, 1987; Kalko, Herre, and Hand-
ley, 1996!. Nevertheless, Jamaican fruit bats rely heavily on
echolocation for orientation, and their frequency-modulated
sonar is comparable to that of insectivorous bats, allowing
them to detect and avoid wires of 0.175 mm diameter~Grif-
fin and Novick, 1955!. These features are in contrast to those
of the old-world fruit bat,Rousettus aegyptiacus, that makes
limited use of echolocation and relies on olfaction and vision
to find fruit ~Kwiecinski and Griffiths, 1999!. Both of these
species differ, in turn, from the insectivorous big brown bat
~Eptesicus fuscus! that relies on echolocation to identify and
capture prey~Arita and Fenton, 1997!. At 40–50 g, the Ja-
maican fruit bat is intermediate in size between the 15-g big
brown bat and the 80–150-g Egyptian fruit bat.

This study was a threefold investigation of the passive
sound-localization abilities of Jamaican fruit bats to deter-
mine how this species compares with other mammals as well
as with other bats. First, we determined the animals’ left–
right sound-localization acuity~minimum audible angle! us-
ing a standard 100-ms broadband noise burst. We then ex-
amined their ability to use binaural time- and intensity-
difference cues for sound localization by determining their
ability to localize pure tones at a fixed angle of 60° horizon-
tal separation. In addition, sinusoidally amplitude-modulated
tones were used to explore the bats’ use of envelope-based
time cues. Finally, we measured the packing density of their
retinal ganglion cells to estimate visual resolution throughout

the retina and evaluate the relation between the width of the
field of best vision and sound-localization acuity. The result-
ing data are compared with those for other mammals.

II. METHODS

The behavioral sound-localization tests used a condi-
tioning procedure in which a hungry animal steadily licked a
food spout while sounds were presented from a loudspeaker
to its right, but suppressed ongoing eating and broke contact
with the spout when sounds were presented from a loud-
speaker to its left to avoid a mild shock~H. Heffner and
Heffner, 1995!. The anatomical procedure involved mapping
the ganglion cell densities throughout the retina of a Jamai-
can fruit bat.

A. Subjects

Three Jamaican fruit bats~Artibeus jamaicensis!, one
female~A! and two males~B and C!, were used in the be-
havioral tests and a fourth bat was used for the anatomical
analysis of the retina. The animals were individually housed
with free access to water, with vitamin and mineral supple-
ments~Lambert Kay Avimin and Avitron!, and received a
food reward of fruit juice during the daily test session. The
animals typically consumed 18–25 cc of juice in sessions
lasting up to 2 h. The natural feeding pattern of these bats is
to eat their fill quickly, digest the meal in about 20 min, and
then eat at least once more. The long test sessions, accord-
ingly, consisted of periods during which they were not work-
ing but instead digesting the food. Additional supplements of
fruit juice were given as needed to maintain a healthy body
weight.

B. Behavioral apparatus

Testing was conducted in a carpeted, double-walled
acoustic chamber~IAC model 1204; 2.5532.7532.05 m!,
the walls and ceiling of which were lined with eggcrate
foam. The equipment for behavioral control and stimulus
generation was located outside the chamber and the animals
were monitored via closed-circuit television.

The bats were tested in a cage~37322323 cm! con-
structed of 0.5-in.~1.26-cm! hardware cloth, mounted 93 cm
above the floor on an adjustable tripod~see Koayet al.,
1998a, for an illustration of the test cage!. A food spout
~3-mm-diameter brass tube topped with a 738-mm ‘‘lick’’
plate! was mounted vertically so that it projected up through
the bottom of the cage 6 cm above the cage floor. The spout
was attached via an 80-cm-long plastic tube to a 30-cc sy-
ringe filled with fruit juice located below the cage. The fruit
juice, a mixture of cantaloupe, pear juice, and sugar, finely
blended and strained through a tea strainer~0.531.0-mm
openings!, was dispensed though the spout by a syringe
pump similar to that described elsewhere~Thompsonet al.,
1990!. Both the syringe pump and food reservoir were
housed in a high-density polyethylene plastic box~64
3212328 cm! lined with eggcrate foam to eliminate any
noise from the pump.

During testing, the bats were placed on a small platform
~133737 cm! located directly behind the spout. The top of
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the platform was covered with a piece of dampened carpet to
facilitate traction and ensure good electrical contact while the
bat ate from the spout. The tip of the food spout was placed
in front of and at the same height as the platform to minimize
obstructions between the animal’s ears and the loudspeaker.
A contact circuit, connected between the food spout and plat-
form, detected when an animal made contact with the spout
and activated the syringe pump to dispense a trickle of juice.
Requiring the bat to maintain mouth contact with the spout
served to fix its head within the sound field.

Finally, a mild shock was delivered by a shock generator
connected between the food spout and platform. The shock
was adjusted for each individual to the lowest level that pro-
duced a consistent avoidance response~backing away
slightly from the spout or lifting its head away from the
spout! to a readily detected signal. The bats never developed
a fear of the spout, as they readily returned to it after the
shock. A 25-W light, mounted 0.5 m below the cage, was
turned on and off with the shock to signal successful avoid-
ance and to indicate when it was safe to return to the food
spout.

C. Acoustical apparatus

Sound-localization ability was assessed using broad-
band noise bursts, pure tones, and sinusoidally amplitude-
modulated tones. The sounds were presented through
loudspeakers mounted at ear level on a perimeter bar~102
cm radius, 101 cm height! and centered on the position
occupied by an animal’s head while it was drinking from
the spout.

1. Broadband noise

The minimum audible angle for Jamaican fruit bats was
determined using a standard 100-ms noise burst. Such a sig-
nal provides good binaural and monaural locus cues but is
brief enough to minimize opportunities for scanning move-
ments. Because echolocation was of no use in determining
which speaker had been active, echolocation and scanning
movements of the pinnae extinguished early in training. An
additional threshold was obtained for Bat A using a train of
five 2-ms noise pulses~2 ms on, 18 ms off!. The noise bursts
were generated by a noise generator~Stanford Research Sys-
tems 770, set to produce energy up to 100 kHz!. The elec-
trical signal was randomly attenuated over a 3.5-dB range
~Coulbourn S85-08 programmable attenuator! from one trial
to the next to reduce the possibility of the animals respond-
ing on the basis of small intensity differences. The signal
was then sent to a rise–fall gate~Coulbourn S84-04; 0.1-ms
rise/fall!, split into left and right channels, amplified to 68 dB
sound-pressure level~Coulbourn S82-24!, and routed to one
of a pair of loudspeakers. Three matched pairs of Motorola
piezoelectric speakers~model KSN1005A! were used. In a
single session, the bats were tested at three angles of separa-
tion then the speakers were moved to three different angles
for a total of six angles in a session. The members of each
pair of speakers were switched before each session to reduce
the possibility that the animals might respond on the basis of
speaker quality. The signal going to the speakers was moni-
tored with an oscilloscope and calibrated at the beginning of

each test session~see below!. These precautions were ad-
equate to prevent responses to nonlocus cues as attested by
each animal’s chance performance at small angles of speaker
separation.

The spectrum of the noise produced by this acoustic
apparatus was monitored using a spectrum analyzer~Zonic
3525! and 1/4-in. ~0.64-cm! microphone ~Brüel & Kjaer
2619!. As illustrated in Fig. 1, the noise spectrum was rela-
tively flat ~63 dB! between 3 and 45 kHz with energy above
background level up to 100 kHz. Thus, the signal included
frequencies throughout most of the hearing range of this spe-
cies~2.8–130 kHz, Koayet al., 1999!. A detection threshold
for this signal was behaviorally determined for Bat B and
found to be22 dB, so that the signal used for noise local-
ization was approximately 70 dB hearing level. Lower inten-
sities were also used with this animal to assess the effect of
intensity on performance.

2. Pure tones

Sine waves were generated by a tone generator~Krohn-
Hite 2400 AM/FM Phase Lock Generator! and randomly at-
tenuated over a 3.5-dB range from one trial to the next
~Coulbourn S85-08 programmable attenuator!. The tones
were pulsed~100 ms on and 1000 ms off, for two pulses!,
shaped by a rise–fall gate~Coulbourn S84-04; 10 ms rise/
fall! and bandpass filtered~Krohn-Hite 3550; 1/3 octave
above and below the frequency of the tone!. Finally, the
signal was split into left and right channels, separately am-
plified ~Coulbourn S82-24!, and sent to one of two loud-
speakers~Motorola piezoelectric KSN1005A!. The acoustic
signal at the location of a listening bat was analyzed for
overtones using a spectrum analyzer~Zonic 3525! and any
harmonics in the acoustic signal were at least 40 dB below
the fundamental frequency and below the animal’s detection
threshold. Tones were calibrated at the beginning and end of
each test session~see below!.

Testing was conducted with the loudspeakers placed
60° apart~30° to the left and right of midline! at the follow-
ing frequencies: 4, 5.6, 6.3, 8, 12.5, 16, 20, 40, and 56 kHz.
Each frequency was presented at 50 dB above the average

FIG. 1. Spectrum of the broadband noise stimulus used for sound localiza-
tion ~upper line! compared to background noise~lower line!. The 100-ms
noise burst included frequencies throughout all but the upper half-octave of
the hearing range for this species, which at a level of 60 dB SPL extends
from 2.8 to 130 kHz~Koay et al., 1999!.
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absolute threshold for the Jamaican fruit bat~Koay et al.,
1999!. To assure that motivation and performance had been
maintained throughout the session, each session began and
ended with a few trials using a stimulus that elicited good
performance.

Additional tests used sinusoidal amplitude modulation
of an 8-kHz tone~Krohn-Hite 2400 AM/FM Phase Lock
Generator! that provided an ongoing binaural time-difference
cue in the envelope of the signal. Modulation rates ranging
from 50 Hz to 2 kHz at 100% modulation depth were used.
A 10-ms rise/decay was retained in order to avoid onset and
offset transients.

D. Sound-level measurement

The sound-pressure levels of the stimuli~SPL re 20
mN/m2! were measured and the left and right loudspeakers
were equated daily with a 1/4-in.~0.64 cm! microphone
~Brüel & Kjaer 4135, protective grid removed!, preamplifier
~Brüel & Kjaer 2619!, measuring amplifier~Brüel & Kjaer
2608!, and filter ~Krohn-Hite 3202; bandpass range set at
250 Hz–100 kHz! and spectrum analyzer~Zonic 3525! to
permit detection of any harmonics that might be present.
This measuring system was calibrated with a pistonphone
~Brüel & Kjaer 4230!. Sound measurements were taken by
placing the microphone in the position occupied by the ani-
mal’s head and pointing it directly towards a loudspeaker~0°
incidence!.

E. Behavioral procedure

1. Training

The animals were first trained to drink steadily from the
spout in the presence of a series of four 400-ms broadband
noise bursts~100-ms interburst intervals!, presented from a
loudspeaker located 90° to the right of the animal. Next, the
animals were trained to break contact with the spout~a ‘‘de-
tection response’’! whenever the noise bursts were presented
from a loudspeaker located 90° to their left to avoid a mild
electric shock~0.5 s! delivered via the spout 2.0 s after left
signal onset. Breaking contact with the spout indicated that
the animal had detected the new locus of the sound. The light
bulb located underneath the cage was turned on while the
shock was on to provide feedback for a successful avoidance
~since in those cases no shock was actually received by the
bat! and permitted the animals to distinguish between suc-
cessful avoidance of a shock and false alarms~i.e., breaking
contact when the signal was presented from the right side!.
After the animals were trained in the basic avoidance proce-
dure, the signals were reduced to one 100-ms noise burst per
2-s trial.

2. Testing

Test sessions consisted of a series of 2-s trials separated
by 1.5-s intertrial intervals. Thus, the animals received one
signal every 3.5 s and made a decision after each as to
whether to break contact or to continue drinking. The re-
sponse of an animal on each trial~i.e., whether or not it made
a detection response! was defined as the duration of contact
with the spout during the last 150 ms of each 2-s trial. If the

animal broke contact for more than half of the 150-ms pe-
riod, a response was recorded. The response was classified as
a ‘‘hit’’ if the preceding signal had come from the animal’s
left side and as a ‘‘false alarm’’ if it had come from the
animal’s right. If the bat was not in contact with the spout
during the 1 s preceding a trial, data from that trial was not
recorded even though the trial proceeded as usual. This
avoided using trials in which the animal was grooming or
otherwise not engaged in the task.

Each trial had a 22% probability of containing a left
signal. The sequence of left–right trials was quasirandom
and is described in detail elsewhere~H. Heffner and Heffner,
1995!. Both hit- and false-alarm rates were determined for
each block of approximately 7–9 left trials and approxi-
mately 28–36 associated right trials for each stimulus type
and angle. The hit rate was then corrected for the false-alarm
rate to produce a performance measure according to the for-
mula: performance5hit rate-~false-alarm rate3hit rate!. This
measure varies from 0~no hits! to 1 ~100% hit rate with no
false alarms!. Note that the calculation proportionately re-
duces the hit rate by the false-alarm rate observed for each
block of trials in each stimulus condition, rather than by the
average false-alarm rate for an session as false-alarm rates
may vary within a session depending on the discriminability
of the stimulus.

Noise localization thresholds were determined by gradu-
ally reducing the angular separation between the left and
right loudspeakers. Blocks of trials, usually containing 7–9
left signal trials, were given at each angle until the animal
could no longer discriminate reliably~that is, the hit rate no
longer differed significantly from the false-alarm rate, bino-
mial distribution, P.0.05). A typical session consisted of
approximately 50 to 60 warning trials~plus approximately
200 to 250 associated safe trials! during which six different
angles were tested. Daily testing continued until performance
no longer improved at any angle, that is, asymptotic perfor-
mance had been reached~eight sessions for Bats A and C,
and nine sessions for Bat B!. The mean of the three trial
blocks with the highest scores was calculated to represent
the best performance for each animal. If none of the trial
blocks showed performance above chance, all scores
were included in the average. These means were then plotted
as the best performance curve for each individual. Threshold
was defined as the angle yielding a performance score
of 0.50, which was determined by interpolation. The angles
tested were 180°, 120°, 90°, 60°, 45°, 30°, 20°, 15°, 10°,
and 5°.

Tone localization tests were conducted at a fixed angular
separation of 60°~30° to the left and right of the animal’s
midline!, with the animal’s performance calculated for
blocks of trials containing 7–9 left trials~plus associated
right trials!. Testing was carried out using a single frequency
per session for frequencies that sustained good performance.
However, if an animal had difficulty or was unable to local-
ize a particular frequency, as happened at 8 and 12 kHz,
broadband noise was presented for several trials to verify
that the animal was still sufficiently motivated. Each fre-
quency was tested during at least three sessions for an aver-
age of 90–100 warning trials. The top 50% of the trial blocks
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were averaged to represent the best overall performance the
animals were capable of sustaining.

F. Anatomical procedure

One bat was anesthetized with an overdose of ketamine
~80 mg/kg! plus xylazine~4 mg/kg! intramuscularly and per-
fused with 0.9% saline, followed by 10% formalin. The su-
perior surface of the eyes was marked with fine suture and
the eyes were removed and the retinas dissected free from
the sclera. The retinas were then mounted on heavily gelati-
nized slides with the ganglion-cell layer uppermost, and
stained with thionine~Stone, 1981!. The density of the gan-
glion cells was determined throughout the retina in 0.1-mm
steps through the regions of relatively high ganglion-cell
density and 0.5-mm steps in the periphery. The number of
ganglion-cell nucleoli within a sampling rectangle 33352
mm ~0.001 716 mm2! were counted using a 100X oil-
immersion objective. To make comparisons between species,
the horizontal width of the region encompassing ganglion-
cell densities equal to or greater than 75% of maximum den-
sity was determined as an indication of the width of the field
of best vision. The maximum number of cells/deg2 was then
used to calculate the maximum theoretical resolvable spatial
frequency in cycles per degree~i.e., the maximum number of
cycles of a square wave grating—alternating black and white
bars—that can be resolved per degree of visual angle! using
Shannon’s sampling theorem~e.g., DeBruyn, Wise, and
Casagrande, 1980!. For additional details of the method, see
R. Heffner and Heffner~1992b!.

These experiments were carried out with the approval of
the University of Toledo Animal Care and Use Committee.

III. RESULTS

A. Behavioral results

1. Noise localization

The ability of the three Jamaican fruit bats to localize
100-ms noise bursts emitted from loudspeakers centered

symmetrically about midline is illustrated in Fig. 2. The ani-
mals were capable of near-perfect performance at angles of
45° and larger. Performance began to fall at 30° and no ani-
mal performed above chance at 5°. The 50% corrected de-
tection thresholds~to the nearest 0.5°! for animals A, B, and
C were 9.5°, 9°, and 11.5°, respectively, for a mean threshold
of 10°. Bat A was also tested using a 100-ms burst of five
2-ms noise pulses mimicking the temporal pattern of the
echolocation call. Similar excellent performance and the
same threshold of 10° were obtained with this stimulus, in-
dicating that there is no unusual sensitivity associated with,
or required for, very brief signals.

The extensive training~49 sessions!, excellent perfor-
mance at large and moderate angles, sharp decline in per-
formance as threshold is approached, and close agreement
between the animals suggest that the thresholds are represen-
tative for this species. As has been found for other mammals,
auditory sensory abilities seem to vary little between young,
healthy individuals of the same species~R. Heffner and Hef-
fner, 1988, 1991; Koay, Heffner, and Heffner, 1997!.

The effect of signal intensity on localizability was also
investigated to determine whether it might have had an effect
on the bats’ performances. This was done by assessing the
ability of bat B to localize 100-ms noise bursts of 30–68 dB
SPL ~32–70 dB above detection threshold! at 60° separation.
The resulting performance scores were quite similar at all
intensities, ranging from 0.86 to 1.00 and did not differ
systematically with intensity. Thus, intensity of the noise
burst had no noticeable effect on localizability of these
brief broadband signals through a wide range of moderate
listening levels, suggesting that any effect of the small
variations in intensity used in subsequent tests would be
negligible.

2. Pure-tone localization

To determine the ability of Jamaican fruit bats to use the
binaural time- and intensity-difference cues for locus, two
animals were tested for their ability to localize brief tone
pips ranging from 4 to 56 kHz. This test is based on the
absence of binaural intensity-difference cues at low frequen-
cies, as low frequencies undergo little or no attenuation as
they travel around the head and thus do not present different
intensities to the two ears. Low frequencies do, however,
permit the comparison of the arrival time of a pure tone at
the two ears, referred to as the phase-difference cue. The
phase-difference cue becomes ambiguous for pure tones at
high frequencies when successive cycles are too close for the
nervous system to match the arrival of the same cycle at the
two ears. This occurs when more than one-half cycle of the
tone occurs during the time it takes for the sound to travel
from one ear to the other. Travel time, in turn, is dependent
on both the distance between the ears and the distance of the
sound source from midline. The calculated frequency at
which the phase cue would become physically ambiguous
for the Jamaican fruit bat~with a head diameter of 1.78 cm!
at an angle of630° is 12.6 kHz, indicated by the shaded
vertical bar in Fig. 3.~For a detailed discussion of phase
ambiguity, see Jackson, 1996, or Saberi, Farahbod, and Kon-
ishi, 1998; for a formula for calculating the frequency of

FIG. 2. Sound-localization performance of three Jamaican fruit bats for a
single 100-ms burst of broadband noise. Letters indicate individual animals
and the dashed line indicates the 0.50-performance level used to define
threshold. The arrow indicates the mean threshold of 10°.
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ambiguity, see Kuhn, 1977.! Thus, above this ‘‘frequency of
ambiguity’’ binaural intensity differences must provide the
cue to locus.

Figure 3 illustrates the localization performances of the
two Jamaican fruit bats as a function of frequency. The bats
showed good agreement in their tone localization and are
able to use both binaural locus cues. The bats’ use of binau-
ral phase differences is indicated by their good performance
at lower frequencies of 4–6.3 kHz.~Frequencies below 4
kHz were not tested because the hearing of Jamaican fruit
bats becomes too insensitive below this frequency to permit
undistorted tones at 50 dB above threshold.! Performances
were also good at frequencies of 20 kHz and above~ranging
between 0.82 and 0.93!, frequencies for which only the in-
teraural intensity-difference cue was available. In summary,
their good performances at frequencies both above and be-
low the frequency of ambiguity demonstrated that they are
capable of using both binaural phase and intensity differ-
ences for localization.

However, the performance of both animals fell markedly
at intermediate frequencies—at both 8 and 12.5 kHz, Bat A
performed above chance on only about half of the trial
blocks, and Bat B never performed above chance at all, in-
dicating that neither binaural cue was effective. The upper
limit of their use of the binaural phase cue thus appears to be
about 6.3 kHz. Wavelengths of 8–12.5 kHz tones are appar-
ently too long for the head and pinnae to shadow and pro-
duce an effective binaural intensity difference in a bat of this
size at630°, as earlier suggested by acoustic measures on
several species of bats~Obrist et al., 1993!.

The chance performance at 8–12.5 kHz, at which nei-
ther binaural phase nor intensity cues were usable indicates
that no other usable cues were available. This finding rules
out the possibility that the bats could localize using the tran-
sient onset difference, which is the difference in the arrival
time of the leading edge of a sound at the two ears. It should

be noted, however, that the magnitude of the onset difference
was somewhat reduced by the 10-ms rise/decay time used
here to reduce the possibility of onset and offset clicks. Thus,
within these limitations, there was no indication that the Ja-
maican fruit bats used the transient onset difference to local-
ize sound.

3. Sinusoidal amplitude modulation

To further explore the ability of Jamaican fruit bats to
use binaural time differences, we modulated the amplitude of
the previously unlocalizable 8-kHz tone at rates ranging
from 50 to 2000 Hz~sinusoidal modulation, 100% depth!.
The amplitude modulation presented the bats with an addi-
tional time cue, namely the variation in the envelope of the
8-kHz tone. However, it also resulted in the production of
sidelobes, i.e., tones of frequencies equal to the 8-kHz tone
plus and minus the modulation rate. For example, modulat-
ing the 8-kHz tone at 2 kHz produced sidelobes of 6 and 10
kHz. Thus, in analyzing the results, it is necessary to rule out
the possibility that any improvement in performance was due
to the presence of the sidelobes.

As illustrated in Fig. 4, modulating the tone markedly
improved the performance of both bats. Moreover, the im-
provement was much greater than could be attributed to the
presence of sidelobes. For example, the bats’ average perfor-
mance at a 500-Hz modulation rate was 0.80, whereas the
interpolated performance for a sidelobe of 7.5 kHz is less
than 0.50 and the 8.5-kHz sidelobe would still be unlocaliz-
able ~cf. Fig. 4!. Indeed, even at the 2-kHz modulation rate,
the animals’ average performance of 0.83 is well above the
interpolated performance for a 6-kHz sidelobe, which is ap-
proximately 0.60. Thus, it appears that the improvement in
performance was due to the ability of the bats to extract a
binaural time difference cue from the envelope of the
amplitude-modulated signal.

FIG. 3. Sound-localization performance for two Jamaican fruit bats as a
function of the frequency of a pure-tone stimulus~two pulses of 100 ms
duration, 1-s interpulse interval! at a fixed angle of separation~630° azi-
muth!. Letters represent individual animals; vertical bar indicates the upper
limit of the physical availability of the binaural phase-difference cue at this
angle for Jamaican fruit bats~12.6 kHz!. Note that the animals perform well
at frequencies both above and below the frequency of ambiguity, indicating
that they can use both binaural phase- and intensity-difference cues. How-
ever, performance falls to chance at 8–12.5 kHz, indicating the absence of
adequate locus cues in this frequency range.

FIG. 4. Sound-localization performance for two Jamaican fruit bats as a
function of the modulation rate of an 8-kHz tone at a fixed angle of sepa-
ration ~630° azimuth!. Without modulation, the 8-kHz tone was not local-
izable~cf. Fig. 3!, but modulation rates of 160 Hz or higher permitted good
to excellent localization in both bats.
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B. Retinal analysis

The flattened retina of the Jamaican fruit bat was ap-
proximately 4.4 mm in diameter and subtended approxi-
mately 180° of arc. The ganglion-cell layer was well sepa-
rated from the inner nuclear layer and was unremarkable,
with cells ranging from about 4–12mm diameter. Few small
cells having the appearance of glia were observed and were
not likely to have contaminated the enumeration of ganglion
cells. The isodensity contours of the retina are illustrated in
Fig. 5. The ganglion cells reached a relatively high peak
density of 9325 cells/mm2 that, in an eye of this size, sug-
gests a visual acuity of only 1.1 cycles per degree. This level
of acuity is very similar to the 1.35 cycles per degree previ-
ously estimated for a closely related species,Artibeus cine-
reus ~Pettigrewet al., 1988!.

The region of greatest ganglion-cell density, and thus of
best vision, is concentrated in the temporal retina. From this
region, the density of the ganglion cells decreases gradually
toward the periphery. Nowhere does ganglion-cell density
fall below 30% of maximum. There is a visual streak across
the horizon of the retina in which ganglion cell densities
remain above 50% of maximum. The width of the field of
best vision for this animal, as defined by the portion of the
retina with ganglion-cell densities at least 75% of maximum,
is 34° ~Fig. 5!. This value is much smaller than the 139° in
the big brown bat but slightly greater than the 27° in the
Egyptian fruit bat, the only other bats for which this measure

is available ~R. Heffner, Koay, and Heffner, 1999; Koay
et al., 1998b!.

IV. DISCUSSION

The 10° threshold of Jamaican fruit bats falls within one
standard deviation~2.4°! of the 12° mean threshold for all
surface-dwelling mammals~i.e., excluding aquatic and sub-
terranean species!. Compared with other mammals, its acuity
is most similar to that of Norway rats~9–11°! and sea lions
~8.8°! ~Kavanagh and Kelly, 1986; Kelly, 1980; H. Heffner
and Heffner, 1985; Moore, 1975!. Compared with other
bats, the Jamaican fruit bat’s acuity is slightly superior to the
14° acuity of the big brown bat and even to the 11.6° acuity
of Egyptian fruit bats~R. Heffneret al., 1999; Koayet al.,
1998b!.

Of interest is how well a bat’s passive sound-
localization ability compares with its active echolocation. Ja-
maican fruit bats have been reported to reliably avoid wires
as small as 0.175 mm using echolocation, although this may
be due in part to their relatively slow and cautious manner of
flight ~Griffin and Novick, 1955!. The insectivorous big
brown bats, which have a passive localization acuity of 14°,
are able to detect and avoid much smaller wires~0.06 mm!
using echolocation~Schnitzler and Henson, 1980!. In com-
parison, Egyptian fruit bats, the only old-world fruit bat that
echolocates~albeit with tongue clicks rather than phonation!
show passive localization acuity~11.6°! comparable to the
Jamaican fruit bats, but avoids wires only as small as 0.5 mm
using its rudimentary echolocation~Griffin, Novick, and
Kornfield, 1958!. Thus, among the three species for which
data are available, acuities for active and passive localization
appear unrelated, suggesting that the two abilities may be
served at least in part by independent processes.

A. Sound localization and vision

The Jamaican fruit bats’ intermediate localization
acuity, coupled with a moderately broad field of best
vision, provides support for the hypothesis that sound-
localization acuity is driven by the requirements of the visual
system. Specifically, sound-localization acuity among mam-
mals appears to be primarily determined by the need to direct
the eyes to the source of a sound~R. Heffner and Heffner,
1992b!. Indeed, studies of attention support the conclusion
that sounds exert a powerful effect on visual attention, but
that the relationship is not symmetrical in that vision does
not readily direct auditory attention~Spence and Driver,
1997!. Thus, it appears that vision is exerting selective pres-
sure on sound-localization acuity rather than the other way
around.

Furthermore, just how accurate sound localization must
be to direct the eyes seems to depend on the width of an
animal’s field of best vision. Animals with narrow fields of
best vision, such as humans, require good sound-localization
acuity to direct their gaze so that the visual image of the
sound source falls upon their fovea, whereas animals with
broad fields, such as those with visual streaks, do not require
as high a degree of sound-localization acuity to direct their
gaze to the source of a sound. The relationship between the

FIG. 5. Retinal ganglion-cell isodensity contours in the retina of a Jamaican
fruit bat. Density is expressed as a proportion of the maximum density~9325
cells/mm2!. Density gradients are relatively shallow and remain at least 38%
of maximum in the inferior retina and at least 30% of maximum in the
superior retina. An unpronounced visual streak extending across the entire
horizon of the retina can be seen in the region encompassing densities at
least 50% of maximum. OD, optic disk; black indicates densities of 75%–
100% of maximum; dark gray indicates densities of 50%–75% of maxi-
mum; light gray indicates densities of 25%–50% of maximum; hatching
indicates areas not counted due to folds in the tissue.
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width of the field of best vision and passive sound-
localization acuity is illustrated in Fig. 6. As can be seen,
mammals with narrow fields of best vision are more accurate
localizers than mammals with broader fields of best vision,
accounting for 84% of the variance (r 50.916). Moreover,
mammals that do not rely on vision, such as the subterranean
pocket gopher~Geomys bursarius!, blind mole rat~Spalax
ehrenbergi!, and naked mole rat~Heterocephalus glaber!,
and are adapted to living in dark burrows where visual scru-
tiny of sound sources is not possible, conform to this rela-
tionship by losing virtually all of their ability to localize
sound~R. Heffner and Heffner, 1990, 1992c, 1993!.

Echolocating bats are another group that one might ex-
pect to differ from typical surface-dwelling mammals be-
cause of reduced reliance on vision. As can be seen in Fig. 6,
however, the three bats in the sample do not deviate from the
relationship between width of the field of best vision and
sound localization acuity (P.0.5, t test!. Thus, despite their
use of active echolocation for orientation and/or prey cap-
ture, tasks accomplished largely by vision in other mammals,
the bats examined so far do not appear to be unusual in the
relationship between passive hearing and vision.

Although visual acuity itself is not related to sound-
localization acuity~R. Heffner and Heffner, 1992b!, it is of

some interest to compare the visual acuity of the Jamaican
fruit bat with that of other bats. The eyes of Jamaican fruit
bats are smaller than those of most mammals, but larger than
those of most insectivorous bats. Their estimated visual acu-
ity of 1.1 cycles/degree, like that of other new-world fruit
bats, is poorer than the visual acuity of old-world fruit bats
and many other nocturnal mammals, but superior to that of
insectivorous bats~e.g., Bell and Fenton, 1986; Birch and
Jacobs, 1979; Pettigrewet al., 1988; Suthers, 1966!. They
have larger and more distinct nuclei in the central nervous
system for interpreting visual information than either big
brown bats or the three other phyllostomid species that have
been studied~Cotter, 1985; Hope and Bhatnagar, 1979!.
Thus, Jamaican fruit bats retain intermediate vision, probably
as an aid to obstacle avoidance~Kalko et al., 1996!, despite
their nocturnal habits and use of echolocation. However,
multiple regression analysis incorporating information on the
visual acuity of Jamaican fruit bats continues to indicate that
absolute visual acuity is not a significant factor influencing
sound localization (P.0.3).

B. Use of binaural locus cues

The ability of Jamaican fruit bats to localize both low-
and high-frequency pure tones indicates that they are able to
use both the interaural time cue and the interaural intensity-
difference cue. In this respect they are like most other mam-
mals, including Egyptian fruit bats, that also use both binau-
ral locus cues~e.g., R. Heffner and Heffner, 1992a!. An
interesting feature of the Jamaican fruit bat’s ability to use
the binaural phase cue, however, is that its 6.3-kHz upper
limit is the highest observed so far in a mammal.

The observed upper limit of the use of the binaural
phase cue in mammals spans a range greater than 3 octaves:
from the 500-Hz upper limit of cattle to the 6.3-kHz upper
limit of Jamaican fruit bats. As shown in Fig. 7, this varia-

FIG. 6. Relationship between the width of the field of best vision~region of
ganglion-cell densities at least 75% of maximum! and sound-localization
threshold for 24 species of mammals~note logarithmic scale on both axes!.
Species with narrow fields of best vision have better localization acuity
~smaller thresholds! than species with broad fields of best vision,r
50.916,P,0.0001.B, big brown bat~Eptesicus fuscus!; C, domestic cat
~Felis domesticus!; Ch, chinchilla ~Chinchilla laniger!; Cm, chipmunk
~Tamias striatus!; Cw, cow ~Bos taurus!; D, dog ~Canis familiaris!; E,
Egyptian fruit bat ~Rousettus aegyptiacus!; F, ferret ~Mustela putorius!;
Gm, grasshopper mouse~Onychomys leucogaster!; Gr , gerbil ~Meriones
unguiculatus!; Hm, hamster~Mesocricetus auritus!; J, Jamaican fruit bat
~Artibeus jamaicensis!; M , man~Homo sapiens!; Md , domestic mouse~Mus
musculus!; Mk , macaque ~Macaca fuscata!; Mm , marmot ~Marmota
monax!; Op, virginia opossum~Didelphis virginiana!; P, pig ~Sus scrofa!;
Pd, prairie dog~Cynomys ludovicianus!; Rb, domestic rabbit~Oryctolagus
cuniculus!; Rw, wild norway rat~Rattus norvegicus!; Sp, spiny mouse~Aco-
mys cahirinus!; W, least weasel~Mustela nivalis!; Wr , wood rat~Neotoma
floridana!; for citations, see Heffneret al., 1994.

FIG. 7. Relationship between functional interaural distance and the highest
frequency at which use of the binaural phase-difference cue has been dem-
onstrated behaviorally~H. Heffner and Masterton, 1980; R. Heffner, 1981;
R. Heffner and Heffner, 1987, 1989; R. Heffneret al., 1994; Houben and
Gourevitch, 1979; Klump and Eady, 1956!. Humans and pig-tailed ma-
caques were tested using dichotic signals; all others were tested using free-
field tones.

419 419J. Acoust. Soc. Am., Vol. 109, No. 1, January 2001 Heffner et al.: Sound location in a new-world bat



tion is inversely correlated with interaural distance such that
animals with large interaural distances have low upper limits
and vice versa (r 520.857, P50.0032). The explanation
for this relationship appears to lie in the physical availability
of the phase cue~e.g., Brown, 1994; Jackson, 1996; R. Hef-
fner, Koay, and Heffner, 1999!. Briefly, the binaural phase
cue requires the nervous system to distinguish one cycle of a
waveform from another, match the portion of a cycle reach-
ing one ear with the same portion when it reaches the other
ear, and then to determine the difference in the time of ar-
rival. At low frequencies, for which one cycle reaches both
ears well before the next cycle reaches the leading ear, the
phase cue is unambiguous. However, the cue becomes am-
biguous when the wavelength of the tone is short relative to
the distance between the ears, specifically when more than
one-half cycle of the tone occurs during the time it takes for
a sound to reach the two ears, because the individual cycles
can no longer be distinguished with certainty. Because the
maximum difference in the time of arrival depends on the
interaural distance, the phase cue remains physically unam-
biguous at shorter wavelengths in species with shorter inter-
aural distances. Similarly, the unambiguous wavelengths be-
come shorter when smaller angles are presented because the
time delays between the arrival of a sound at the two ears
become shorter.

Although the physics of the binaural phase cue suggests
that smaller animals should use the phase cue at higher fre-
quencies, eventually an animal may become so small that the
time differences available to it provide only approximate in-
dications of locus and it may relinquish the use of binaural
time cues entirely. This appears to be the case for big brown
bats~Eptesicus fuscus!, which are unable to localize frequen-
cies below 11.2 kHz, even though its 55-ms maximum inter-
aural time difference indicates that the binaural phase-
difference cue should be unambiguous below 10.5 kHz
~given maximally separated sound sources 90° from mid-
line!.

The conclusion that big brown bats cannot use binaural
time cues in general was supported by the observation that
its performance did not improve with amplitude modulated
signals~Koay et al., 1998b!. Jamaican fruit bats, on the other
hand, use the binaural phase cue on both a carrier signal and
on an envelope. This suggests that the extraction of binaural
time differences from the components of a signal and from
the signal’s envelope rely on the same neural mechanism.
Whether animals with very small interaural distances relin-
quish the binaural time-difference cue because the time dif-
ference itself has become so small as to be of limited use, or
because the auditory system cannot phase lock at frequencies
high enough to encode phase at usefully small angles, is not
known.

The results of the tone-localization tests have implica-
tions for phase locking in the mammalian nervous system.
First, phase locking is used to encode the pitch of low-
frequency sounds as well as to provide the basis for the bin-
aural phase-difference cue. Because the use of phase locking
for pitch may be limited to frequencies below about 1 kHz
~e.g., Langner, 1997!, phase locking at higher frequencies
may be solely for the analysis of binaural phase differences

for locus. Thus, the variation in the upper limit of binaural
phase suggests that mammals may show similar variation in
the upper limit of phase locking~Brown, 1994; Palmer and
Russell, 1986!. Second, previous studies have found that the
ability of an animal to localize pure tones may decline at low
frequencies~e.g., R. Heffner and Heffner, 1987!. This de-
cline has been attributed to the observation that the phase
locking of neurons becomes less precise at low frequencies
with multiple discharges sometimes occurring during a
single cycle~Roseet al., 1967!. Although the performance of
the Jamaican fruit bats did not decline when localizing tones
~Fig. 3!, this may have been because performance does not
usually decline until frequency falls below 500 Hz, and the
limited low-frequency hearing range of the bats prevented
them from being tested below 4 kHz. However, the results
of the amplitude modulation test clearly show that the per-
formance of these animals declines for modulation frequen-
cies below 500 Hz and that they are totally unable to extract
locus from a 50-Hz modulation rate~Fig. 4!. This result
suggests that phase locking does indeed become less precise
at low rates of modulation just as it does at low frequencies
and that the use of an amplitude-modulated signal provides a
demonstration of the behavioral effect of this phenomenon
on sound localization, as it allows testing to be conducted
at lower frequencies than can be done with pure-tone local-
ization.

Finally, it may be noted that there is a potential local-
ization cue that results from the transient onset difference
that occurs when the leading edge of a sound reaches one ear
before it arrives at the other~e.g., Tobias and Schubert,
1959!. However, the Jamaican fruits bat could not localize
tones from 8–12.5 kHz, where neither binaural phase or in-
tensity cues were usable, indicating that they could not use
any transient onset difference remaining in the envelope of
the signal~with its 10-ms rise/decay!. Although this does not
rule out their ability to use a transient onset delay given more
rapid signal onsets, it does suggest that they were relying on
the ongoing interaural phase difference to localize the fre-
quencies of 6.3 kHz and below rather than interaural time
differences.
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I. INTRODUCTION

The need for computing fluid–solid interactions arises in
many important engineering problems. A large amount of
work has been devoted to this subject during past years. A
general overview can be found in the monographs~Refs. 1
and 2!, where numerical methods and further references are
also given.

This paper deals with one of these interactions: the elas-
toacoustic vibration problem. It is concerned with the deter-
mination of harmonic vibrations of an elastic structure inter-
acting with a compressible fluid. Since the solid is generally
described in terms of displacement, to choose the same vari-
able for the fluid presents one important advantage: compat-
ibility and equilibrium through the fluid–solid interface sat-
isfy automatically. This approach could be in principle
applied to the solution of a broad range of problems~in
particular nonlinear ones!3 and leads to sparse symmetric
matrices.

In this paper we propose the use of hexahedral finite
elements for the discretization: trilinear isoparametric in the
solid and lowest-order Raviart–Thomas in the fluid. Fluid
and solid meshes do not need to be compatible on the com-
mon interface, since the kinematic constraint~i.e., equal nor-
mal displacements for fluid and solid! is imposed in a weak
sense. We give a matrix formulation yielding a generalized
eigenvalue problem which can be solved withMATLAB

eigensolver eigs. Finally, we present numerical results exhib-
iting the good performance of the method.

II. STATEMENT OF THE PROBLEM. DISCRETIZATION

We consider the problem of determining the small am-
plitude motions of an ideal inviscid barotropic fluid con-
tained into a linear isotropic elastic structure which obeys
Hooke’s law. LetVF and VS be the three-dimensional do-
mains occupied by fluid and solid, respectively, andG I the
interface between both media, as shown in Fig. 1. The struc-
ture is fixed onGD and free onGN .

When both media are described by means of displace-
ment fields, the free vibration modes of the coupled system
are the solution of the following spectral problem~see Ref.
4!:

To find v.0 and ~U,W!Þ~0,0! such that

U•n5W•n on G I and ~1!

E
VF

rFc2 div U div Y dx1E
VS

s~W!:e~Z!dx

5v2S E
VF

rFU•Y dx1E
VS

rSW•Z dxD
;~Y,Z!: Y•n5Z•n on G I , ~2!
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whereU and W are the amplitudes of fluid and solid dis-
placements, respectively,v is the angular vibration fre-
quency,rF and rS are the fluid and solid densities, respec-
tively, c is the sound speed in the fluid, ands the stress
tensor in the solid, which relates to the linearized strain ten-
sor e(W)5 1

2(¹W1¹Wt) by Hooke’s law: s5l~tr e!I
12me ~l andm being the Lame´ coefficients!. Notice that the
kinematic interface constraint~1! is explicitly imposed on
the admissible displacements in this formulation.

Let us remark thatv50 is an eigenfrequency of this
problem with an infinite-dimensional eigenspace which con-
sists of pure rotational fluid motions inducing neither vibra-
tions in the solid nor variations of pressure in the fluid. They
do not correspond to vibration modes of the coupled system,
but arise because no irrotational constraint is imposed to the
fluid displacements. The rest of the eigenfrequencies are
strictly positive and correspond to vibrations of the coupled
fluid–solid system~see Ref. 4!.

To solve the variational spectral problem~1!–~2!, we
consider regular partitions in hexahedra ofVF andVS , not
necessarily compatible on the fluid–solid interface. The
hexahedra do not need to have planar faces. They are defined
by means of trilinear transformations of the unit cube. Thus,
the edges are always straight segments, but each face is pla-
nar if and only if its four vertices lie on the same plane. This
possibility of having curved faces allows us to obtain a better
fitting of curved boundaries by judiciously choosing the ver-
tices of the corresponding faces, with the only restriction of
lying on the boundary.

The simplest method of solving problem~1!–~2! con-
sists of discretizing each component of solid and fluid dis-
placements by Lagrangian isoparametric trilinear finite
elements.5 However, such discretization in the fluid produces
spurious rotational modes with nonzero frequencies inter-
spersed among those of the irrotational ones. Instead we con-
sider a different finite element for the fluid displacement
field: the lowest-order Raviart–Thomas hexahedron.

This element discretizes, on each hexahedron, the whole
vector field instead of each of its components separately. Its
degrees of freedom are the mean values of the normal com-
ponent of the field on each face. A detailed introduction of
this element in the context of acoustics is given in Ref. 6.

Lagrangian trilinear isoparametric hexahedra are used
for each component of the displacements in the solid.5 Fi-

nally, the kinematic interface constraint~1! should be im-
posed somehow to the discrete displacementsUh and Wh .
Since doing it strongly~i.e., Uh•n5Wh•n on G I) is too
stringent,4 then we impose it weakly in the following way:

E
F

Uh•n dS5E
F
Wh•n dS, ~3!

for each faceF of the fluid mesh lying onG I . This constraint
amounts to eliminating by static condensation the degrees of
freedom of the fluid displacement corresponding to these
faces.

The discrete problem hasvh50 as an eigenfrequency
with an associated eigenspace consisting of discrete rota-
tional fluid motions. All the other eigenfrequencies of the
discrete problem are strictly positive and correspond to the
actual vibration modes of the coupled system.

We give a matrix description of this discrete problem,
which allows us to solve it with standard eigensolvers. In
particular we show a convenient way of imposing the kine-
matic constraint~3! on the fluid–solid interface.

Let $wj% j 51
NF be the Raviart–Thomas basis functions as-

sociated with each faceFj in the fluid mesh (NF being the
total number of such faces!. Let $cj% j 51

3NS be the standard
isoparametric trilinear basis functions associated with the
vertices of the solid mesh (NS being the number of such
vertices not lying onGD). We write the discrete displace-
ments in terms of these basis:Uh5( j 51

NF a jwj and Wh

5( j 51
3NSb jcj .
Let KF5(Ki j

F ) andMF5(Mi j
F ) be the stiffness and mass

matrices of the fluid, respectively, defined by

Ki j
F 5E

VF

rFc2 div wi div wj dx,

Mi j
F 5E

VF

rFwi•wj dx.

Let KS5(Ki j
S) and MS5(Mi j

S) be the corresponding matri-
ces of the solid, with

Ki j
S5E

VS

s~ci !:e~cj !dx, Mi j
S5E

VS

rSci•cj dx.

In the absence of fluid–solid coupling, the discrete prob-
lem would read

S KF 0

0 KS
D S a

bD5vh
2S MF 0

0 MS
D S a

bD .

However, to solve the coupled problem, we need to impose
the kinematic constraint~3!. We assume for simplicity that
the first NI basis functions in the fluid correspond to the
faces lying on the interface. Each of the nodal components
a I ,...,aNI

can be statically condensed in terms of the nodal
values of the solid displacements. If we writea5(aI ,â),
with aI5(a I ,...,aNI

) and â the remaining nodal compo-
nents, we have~see Ref. 6!

aI5Eb,

with the entries of the matrixE defined by

FIG. 1. Vertical section of fluid and solid domains.
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Ei j 5
1

area~Fi !
E

Fi

cj•n dS.

If we split KF andMF into blocks corresponding to the
unknownsaI and â

KF5S KF
I CK

CK
t K̂F

D and MF5S MF
I CM

CM
t M̂F

D ,

then the discrete problem can be written in terms of the
genuine degrees of freedomâ andb in the following way:

S K̂F CK
t E

EtCK KS1EtKF
1E

D S â
bD

5vh
2S M̂F CM

t E

EtCM MS1EtMF
I E

D S â
bD .

This is a well-posed generalized eigenvalue problem with
symmetric sparse matrices. Furthermore, the matrix on the
right-hand side is positive definite; hence this problem can be
efficiently solved by using, for instance,MATLAB eigensolver
eigs.

III. NUMERICAL RESULTS

We report in this section numerical results obtained with
an implementation of the method described above by using
MATLAB .

We consider a 3D cavity completely filled with water
with perfectly rigid walls and bottom, its top being a thick
3D steel plate. We have used the following values of the
physical parameters:

Steel density: rs57700 kg/m3,
Young modulus: E51.4431011Pa,
Poisson ratio: n50.35,
Water density: rF51000 kg/m3,
Sound speed: c51430 m/s.

To illustrate the ability of our method to deal with fluid
and solid meshes not coinciding on the common interface,
we have chosen a problem for which such incompatible
meshes behave better than compatible ones. We have com-
puted the vibration modes of the fluid–solid coupled system
described in Fig. 2.

The thick 3D plate on the top of the cavity is clamped
only by part of its lateral walls and free on the remainder. In
particular, two of these walls are half-clamped/half-free.
Thus, singularities appear in the solid displacements around
the edges separating the pieces of these walls supporting dif-
ferent boundary conditions.

Because of this, it is well known that graded meshes,
highly refined in the neighborhood of these singularities~like
that in the 3D plate of Fig. 3!, are better for solving this
problem than uniform meshes. Instead, the fluid displace-
ments are expected to be quite regular, and so uniform fluid
meshes look convenient. Furthermore, if fluid meshes com-
patible with the solid ones were used, a much larger number
of degrees of freedom~d.o.f.! would be needed.

We have applied our method with three types of hexa-
hedral meshes:

H1 : compatible hexahedral uniform meshes for both,
fluid and solid;

H2 : compatible hexahedral meshes, graded in both
media;

FIG. 2. Geometrical data and plate boundary conditions.

FIG. 3. An incompatible fluid–solid mesh.

FIG. 4. Lowest-frequency mode. Pressure in the fluid.

FIG. 5. Lowest-frequency mode. Deformed structure.
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H3 : incompatible hexahedral meshes, graded in the
solid and uniform in the fluid.

We have also solved the problem with a method analyzed in
Ref. 7, based on Raviart–Thomas tetrahedral elements in the
fluid and standard linear tetrahedral elements in the solid,
with the following meshes:

T1 : compatible tetrahedral uniform meshes for both
media.

We present the results obtained for the lowest-frequency
vibration mode of the coupled system. Figures 4 and 5 show
the fluid pressure and the deformed structure, respectively,
for this mode.

Figures 6 and 7 show the error of the computed vibra-
tion frequencies, for all the meshes, versus the number of
d.o.f. and the computer time, respectively. We have taken as

a reference ‘‘exact’’ solution the one obtained by using a
Reissner–Mindlin plate model on a very fine mesh coupled
with Raviart–Thomas elements for the fluid~see Ref. 8!. It
can be clearly seen that the method based on hexahedral
meshes is much less expensive, and that incompatible
meshes turn out to be the best choice in terms of computa-
tional cost.

IV. CONCLUSIONS

A finite element to compute 3D elastoacoustic vibrations
has been analyzed: theRaviart–Thomas hexahedronto dis-
cretize fluid displacements, weakly coupled on the interface
with isoparametric trilinear elements for solid displacements.

This method leads to symmetric sparse generalized ei-
genvalue problems with positive definite right-hand side ma-
trices. Therefore, they can be efficiently solved by standard
procedures like the one used in this paper:MATLAB eigen-
solver eigs.

Furthermore, the method does not require compatibility
of fluid and solid meshes on the common interface. Thus, it
can be conveniently used for problems where different de-
gree of refinements are needed in each medium.

The numerical experiment reported in this paper shows a
clearly better performance for this method than for its tetra-
hedral counterpart. It also illustrates the effectiveness of this
method to deal with incompatible meshes and the conve-
nience of using them for certain problems instead of compat-
ible ones.
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Detection of signals added solely to the peaks of an on-frequency modulated masker has never been
found to improve after adding flanking components~FCs! at remote frequencies. However,
according to theories underlying comodulation masking release~CMR!, adding comodulated FCs
could provide cues that improve signal detection for signal-peak placement. A reason masking
release was not found with peak placement might be because of processes underlying modulation
detection interference~MDI !. This possibility was further investigated by using FCs that could
diminish MDI but still provide signal detection cues associated with theories of CMR. It seemed that
a peripheral within-channel and a central across-channel mechanism underlying MDI could hinder
signal detection for signal peak placement. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1328790#

PACS numbers: 43.66.Dc, 43.66.Mk, 43.66.Rq@SPB#

I. INTRODUCTION

This study focuses on the ability of the auditory system
to use signal detection cues predicted by theories of comodu-
lation masking release~CMR! ~Hall et al., 1984!. CMR is
referred to as the detection improvement of a signal masked
by a fluctuating masker~on-frequency component, OFC! af-
ter adding modulated components with the same envelope-
phase relationship as the OFC to frequencies remote from the
signal frequency~flanking components, FCs!. One of the
theories of CMR involves comparisons between masker en-
velopes. One aspect of the envelope comparison theory is
based upon the difference in envelope amplitude, derived by
subtracting the envelope at the signal frequency from the
envelope at the flanking frequency~Buus, 1985; Hall, 1986!.

Another theory of CMR is not based on a direct com-
parison between masker envelopes, but on listening for the
signal during the OFC envelope when the signal-to-masker
ratio is greatest. The signal-to-masker ratio is usually great-
est around the OFC minima~dips!. Thus, the more the dips
in the OFC envelope are cued by FC dips, the more masking
release there should be. This is called the dip-listening theory
~Buus, 1985!. An experiment conducted by Hall and Grose
~1988! showed that CMR can be obtained for stimuli that
contain cues based only on amplitude level differences
across frequencies or contain only cues for dip listening.

The possibility of obtaining CMR for different signal
detection cues is probably the reason that CMR can be found
for a variety of stimuli~see also Schooneveldt and Moore,
1987; Fantiniet al., 1993; Fantini and Moore, 1994!. Despite
this, CMR has never been observed for signals placed solely
in the peaks of a modulated OFC~Grose and Hall, 1989;
Moore et al., 1990!. However, if the mechanism underlying
CMR relied on an across-channel difference in envelope am-
plitude, some masking release would be expected even when

the signal occurred only in the peaks of the masker. Moore
et al. ~1990! suggested that the reason why no masking re-
lease has been found for the comodulated signal peak-
placement condition might be because of perceptual fusion
of the FCs and the OFC plus signal. This fusion might be
related to a mechanism underlying modulation detection in-
terference~MDI ! as described by Yost and Sheft~1989!.
Yost and Sheft found that if a listener had to detect the
modulation of a target component in the presence of another
component, it was harder to detect the modulation when the
other component was also modulated.

The experiments in this study were designed to investi-
gate if mechanisms similar to the ones underlying MDI
might prevent the benefit to signal peak-placement detection
of dip-listening and envelope-level cues associated with
CMR. The issue of dip-listening cues was addressed by us-
ing FCs that were modulated 180° out of phase with the OFC
~antiphasic FCs!. The dips of the antiphasic FCs might indi-
cate the optimum time to listen for the signal~the OFC
peaks!. This might give an advantage in signal detection over
the no-FC condition in which no indication of the signal
timing by FCs exists. The issue of envelope-level cues was
addressed by using unmodulated FCs. No interference in sig-
nal detection due to common modulation of any of the
masker components can take place. Therefore, across-
frequency level disparities can be used as a detection cue
without the mechanism underlying MDI impairing signal de-
tection. To determine the role of peripheral and central pro-
cesses, the FCs were presented ipsilaterally or contralaterally
to the OFC and signal. In the first experiment, signal detec-
tion was measured as a function of the modulation pattern of
six FCs. In the second experiment only one FC was used.
Signal detection was measured as a function of the FC spec-
tral position.
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II. METHOD

A. Listeners

Three normal-hearing listeners participated in this ex-
periment. The first two listeners were the first two authors.
The third listener was paid for her participation. All listeners
were between the ages of 20 and 40 years. Data collection
for experiment 1a started after a listener had at least 10 h of
practice and showed a stable performance. Data for experi-
ment 1b were collected after the listeners gained an addi-
tional amount~about 20 h! of practice by participating in
similar psychoacoustical experiments. Listeners always ran
individually in an IAC double-walled sound-attenuating
chamber.

B. Stimuli

The stimuli were essentially the same as the ones used
by Grose and Hall~1989! and Mooreet al. ~1990!. The sig-
nal was a 700-Hz pure tone, which was presented as three
50-ms tone bursts, each with 20-ms raised-cosine rise and
fall ramps and a steady-state duration of 10 ms. The time
interval between the bursts was 50 ms. The on-frequency
component~OFC! was a 700-Hz sinusoid which was 100%
sinusoidally amplitude modulated~SAM! at a 10-Hz rate.
The OFC had an overall duration of 500 ms, with 20-ms
raised-cosine rise and fall ramps, and an overall level of 51.8
dB SPL after modulation. The signal was temporally cen-
tered on the middle three peaks of the OFC envelope and
was presented in phase with respect to the OFC carrier.

Pure-tone flanking components~FCs! could be presented
ipsilaterally or contralaterally to the OFC and signal. In ex-
periment 1a six FCs were used. These FCs had carrier fre-
quencies of 300, 400, 500, 900, 1000, and 1100 Hz. In ex-
periment 1b a single FC was used. This FC had a carrier
frequency of either 100, 300, 500, 600, 650, 750, 800, 900,
1100, or 1300 Hz. FC duration was the same as for the OFC.
FCs were either modulated or unmodulated. Each unmodu-
lated FC had an overall level of 50 dB SPL. Each modulated

FC had the same level~51.8 dB SPL!, SAM depth~100%!,
and modulation frequency~10 Hz! as the OFC. The modu-
lation phase of the FCs with respect to the OFC envelope
was varied in two different ways. First, in the comodulated
condition, the FCs were modulated in phase with respect to
the OFC. Second, in the antiphasic condition, the FC enve-
lopes were 180° out of phase with the OFC envelope. A
condition in which no FCs but only the OFC was present was
also run. This no-FC condition was run in both experiments
to account for differences in performance due to an unequal
amount of practice preceding the data collection in experi-
ments 1a and 1b.

A NeXT work station generated the stimuli digitally us-
ing a 44.1-kHz sampling rate, converted them using a 16-bit
D/A, and filtered them using an antialias filter. Stimuli were
presented through Sennheiser HD 340 headphones.

C. Procedure

A three-interval forced-choice adaptive-tracking para-
digm, with a two-down, one-up strategy~Levitt, 1971! was
used to determine the 71% correct signal detection thresh-
olds in dB SPL. The starting level of the signal was always
above threshold and the step size was 5 dB for the first four
reversals. For the next eight reversals, a step size of 2 dB was
used. Data collected for the first four reversals were omitted
and signal levels for the last eight reversals were averaged to
estimate threshold. Runs in which the standard deviations
across eight reversals exceeded 5 dB were discarded and
repeated. Estimates of three signal thresholds were collected
for each condition. If the range of the three thresholds ex-
ceeded 3 dB another estimate was obtained. The final thresh-
old value was the average of all the threshold estimates for
each condition. A warning light preceded each block of tri-
als. Each observation interval was indicated by a light, fol-
lowed by a 500-ms silent interval. After a response was
given and visual feedback was provided the next trial started
immediately.

III. RESULTS

A. Experiment 1a

Signal thresholds of the three listeners were averaged
and plotted in Fig. 1 for each FC condition. Filled columns
represent thresholds obtained in the monaural condition and
open columns represent thresholds obtained in the dichotic
conditions. The dashed line represents the threshold obtained
for the no-FC condition. Bars indicate plus one standard er-
ror of the mean.

Thresholds obtained in the comodulated, antiphasic, and
unmodulated conditions were considered with respect to the
condition in which no FCs were present. Adding comodu-
lated FCs did not seem to have an effect on signal detection.
The presence of antiphasic FCs impaired signal detection in
the monaural condition but improved signal detection in the
dichotic condition. Adding unmodulated FCs resulted in a
signal detection improvement for both monaural and dichotic
stimulus presentations.

FIG. 1. The average results for monaural~filled columns! and dichotic~open
columns! stimulus presentations are shown. The dashed line represents the
average threshold obtained when no FCs were present. Signal detection
thresholds are plotted for the different FC conditions. Error bars indicate
plus one standard error of the mean.
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B. Experiment 1b

The average results are shown in Fig. 2 for the monaural
conditions. Figure 3 shows the individual results for the di-
chotic condition. Signal threshold is plotted as a function of
the FC frequency. Triangles represent the comodulated con-
ditions, circles represent the antiphasic conditions, and
squares represent the unmodulated conditions. The horizon-
tal dashed line represents the signal threshold obtained for
the no-FC condition. Bars represent plus and minus one stan-
dard error of the mean. Error bars are, for clarity’s sake,
omitted when they did not exceed the symbol size.

First, consider thresholds obtained for the monaural con-
ditions ~Fig. 2!. Only the average results are shown as the
threshold patterns among individual listeners were similar.
For four out of five FCs positioned below the signal fre-
quency, the lowest average thresholds were found for the
unmodulated conditions followed by the antiphasic and co-
modulated conditions, respectively. The threshold obtained
for the no-FC condition was similar to the thresholds ob-
tained for the antiphasic conditions. When FCs were placed
above the signal frequency, thresholds were higher than
those found for the no-FC condition. The lowest thresholds
were found for the unmodulated conditions followed by the
comodulated and antiphasic conditions, respectively. For di-
chotic conditions~Fig. 3!, only the individual results are
shown as they vary substantially among listeners. A clear
distinction between the thresholds obtained for the different
conditions could not be made.

For both the unmodulated and comodulated conditions,
there was no clear difference between the monaural and di-
chotic conditions. However, for the antiphasic conditions,
the difference was rather striking. Antiphasic monaural and
dichotic thresholds were similar when FCs were placed be-
low the signal frequency, but when antiphasic FCs were
placed above the signal frequency, dichotic thresholds were
consistently lower than monaural thresholds.

IV. DISCUSSION

Thresholds obtained in the no-FC condition of experi-
ment 1b were on average about 3 dB lower than in experi-
ment 1a. This might be due to additional practice obtained
before commencing the second experiment. Although perfor-
mance appeared stable after the initial 10 h of practice, it
seemed that another 20 h of experience could still decrease
thresholds in the no-FC condition. Delahayeet al. ~1999!
measured the effect of extended practice in the six-FC con-
ditions for two of the three listeners used here. They showed
that, after extended practice, thresholds obtained in the
no-FC condition seem to decrease more than thresholds ob-
tained in the FC conditions. Extended practice reduced or
diminished masking release when measured with respect to
the no-FC condition. However, the threshold difference be-
tween FC conditions seemed independent of practice. There-
fore, Delahayeet al. ~1999! proposed using a reference con-
dition that also contains FCs. This proposal is taken into
account in this study by not only discussing FC conditions in
respect to the no-FC condition but also in respect to each
other.

The lack of signal detection improvement after adding
comodulated FCs~CMR! is in agreement with the findings of
Mooreet al. ~1990! and Grose and Hall~1989!. In fact, they
showed a tendency for an increase in thresholds after adding
comodulated FCs to the OFC. In experiment 1a, most similar
to the experiments by Mooreet al. ~1990! and Grose and
Hall ~1989!, such an increase was not found. However, a
closer look at the results obtained in the previous studies
showed that, although higher thresholds were generally
found for the comodulated than for the no-FC conditions,
this difference was not significant in the study by Grose and
Hall ~1989! and not significant in the study by Mooreet al.

FIG. 2. The monaural average results are shown. Signal detection thresholds
are plotted as a function of FC frequency. Triangles represent the comodu-
lated conditions, circles represent the antiphasic conditions, and squares
represent the unmodulated conditions. The horizontal dashed line represents
the signal threshold obtained in the no-FC condition. Bars represent plus and
minus one standard error of the mean. Error bars are, for clarity’s sake,
omitted when they did not exceed the symbol size.

FIG. 3. As Fig. 2, but for dichotic results for the individual listeners.
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~1990! for the conditions most similar to the ones used in
experiment 1a~seven-component masker!. Thus, the current
results are in general agreement with the previous results. If
the lack of a masking release in the comodulated condition is
due to a mechanism that hinders across-frequency level com-
parisons, this mechanism is probably involved with central
across-channel interactions as no masking release is found in
both monaural and dichotic conditions.

In the antiphasic condition of experiment 1a, the release
from masking found in the dichotic condition is in contrast
with the increase in masking found in the monaural condi-
tion. The masking release found in the dichotic condition
indicates that it is produced by an across-channel mecha-
nism. This mechanism might be related to the dip-listening
theory ~Buus, 1985!. Antiphasic FC dips might indicate the
optimal time to listen for the signal during the OFC peaks
where the signal is present. This might give an advantage in
signal detection over the no-FC condition. For the monaural
condition it seems that the effect of dip listening is counter-
acted by peripheral within-channel interactions. From experi-
ment 1b it can be seen that these peripheral within-channel
interactions occur mainly for FCs placed immediately above
the signal frequency.

The lack of a masking release for the monaural and di-
chotic comodulated conditions and the monaural antiphasic
condition might be related to the MDI phenomenon as dis-
cussed by Moore and Jorasz~1996!. In a monaural setting
they showed that MDI could be due to both peripheral
within-channel and central across-channel interactions. They
argued that the MDI caused by peripheral within-channel
interactions was greater when the target and flanker were
antiphasic than when they were comodulated. Conversely,
the MDI caused by central across-channel interactions was
supposed to be greater in the comodulated than in the an-
tiphasic condition. Also, Moore and Jorasz~1996! argued
that for FCs placed above the target frequency, peripheral
interactions were dominant, resulting in more MDI for the
antiphasic than for the comodulated condition. For FCs
placed below the signal frequency, central processes were
dominant resulting in more MDI for the comodulated than
for the antiphasic condition. Notice that Moore and Jorasz
~1996! used only monaural stimulus conditions. However, in
this study both monaural and dichotic conditions were used.
It was assumed that peripheral interactions could occur only
in the monaural condition as central interactions could occur
in both the monaural and dichotic conditions. Therefore, the
peripheral mechanism underlying MDI in the antiphasic con-
dition is assumed to operate only in the monaural condition.
In contrast, the central mechanism underlying MDI in the
comodulated condition is assumed to operate in both the
monaural and dichotic conditions. Therefore, the MDI effect
caused by the central mechanism could be of the same mag-
nitude in the monaural and dichotic conditions. The similar-
ity in threshold pattern between the current experiments and
the MDI experiment by Moore and Jorasz indicates that
mechanisms underlying MDI might hinder signal detection
for signal peak placement.

The lowest thresholds were generally found for the un-
modulated conditions. In experiment 1a, adding unmodu-
lated FCs resulted in a masking release for both the monaural
and dichotic conditions. It seemed that in the unmodulated
condition, MDI could not hinder signal detection as it was
argued to do in the comodulated and monaural antiphasic
conditions. Therefore, in the unmodulated condition across-
frequency level comparisons could be used as a detection cue
without the mechanism responsible for MDI impairing signal
detection.

V. CONCLUSIONS

A reason why CMR has never been obtained for signal-
peak placement conditions might have been due to an inter-
fering, central across-channel mechanism associated with
MDI. However, a theory associated with CMR based on am-
plitude level comparisons across frequencies still applies for
peak-placement conditions when MDI is diminished by us-
ing unmodulated FCs. Support for another theory associated
with CMR, the dip-listening theory, is found for results ob-
tained in the dichotic antiphasic peak-placement condition. A
reason no support for the dip-listening theory is found in the
monaural antiphasic peak-placement condition might be due
to a peripheral within-channel process underlying MDI.
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A method for localizing calling animals was tested at the Research and Education Center Dolphins
Plus in Key Largo, FL, under realistic field conditions. Experiments were performed with bottlenose
dolphins~Tursiops truncatus! using a special hydrophone arrangement. There were two groups of
hydrophones, and the two hydrophones in each group were 15 cm apart. The groups were separated
by a distance of 15 m. Acoustic signals from the animals were recorded by use of a digital data
acquisition system with a sampling rate of 1 MHz. All data were processed off-line. The time delay
was measured by the phase difference in a single wavelength on whistles and clicks. The bearing of
the signals was calculated with help of the time delay. This method has high precision and provides
the possibility for analyzing overlapped signals. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1333421#

PACS numbers: 43.80.Ev, 43.80.Jz, 43.80.Ka@WA#

I. INTRODUCTION

Until recently, the continuous observation of a large in-
teracting dolphin group and the acoustic communication of
an individual could not be carried out satisfactorily. One of
the main problems is the assignment of the acoustic signals
to the corresponding transmitters. Theoretically, it is possible
to calculate the bearing from a sound source by the arrival
time difference at different hydrophones.

In a study performed by Watkins and Schevill in 1972, a
ship platform with a four-hydrophone array on a buoy sys-
tem was used. This system needed to be calibrated abso-
lutely. It was shown that the distance between the hydro-
phones must be about 30 m to measure biological signals.
The signal amplitudes were very strongly varied on all sen-
sors, although identically constructed hydrophones were
used. The precision of this system was also very limited
~Watkins and Schevill, 1972!.

The first practicable system was used to investigate and
estimate the population of right whales. This system mea-
sured the phase difference between the signals from a two-
dimensional hydrophone array and calculates the bearing to
the sound source. This system determined the direction with
12-degree resolution. By repeated determination of the direc-
tion from different positions, it was possible to locate the
sound source~Clark, 1980; Clarket al., 1986!. However, this
system was not accurate enough to investigate the commu-
nication of dolphin groups in a small area. A similar system
was used to estimate sperm whale populations~Leaperet al.,
1992!. Two hydrophones were used with a separation of 3 m.
The sound source location was calculated by using bearings
taken at different ship positions. Further experiments used a
group of seven circularly positioned and tightly installed hy-
drophones. It was possible to locate the position of an acous-
tic source within this circle~Spiesberger and Fristrup, 1990!.
However, neither of the methods described above is suitable
for the investigation of dolphins that are not widely separated
with little spatial distribution.

Experiments in an aquarium and in a fenced ocean bay

showed that the cross correlation of an entire whistle is pos-
sible ~Freitag and Tyack, 1993!. However, the cross correla-
tion supplies exact results only if the signal on all hydro-
phones is undistorted and similar. Another solution is the use
of a device attached to the animals. Small recorders and sig-
naling lamps, which were fixed on the head of the animals,
have been successfully used~Tyack, 1985!. The caveat for
this method is that it works only with captive and trained
dolphins.

In the context of this study, it was possible to develop a
disturbance-insensitive method that provides a very accurate
time delay measurement, which makes it possible to success-
fully locate the source of a sound. This method, used at the
Dolphins Plus Center, can easily be applied to the conditions
in the open ocean.

II. METHODS

The data recording was carried out at the Marine Mam-
mal Research and Education Center Dolphins Plus, Key
Largo, Florida Keys. This center consists of two fenced
pools, connected to an open ocean water channel between
the Atlantic Ocean and the Gulf of Mexico. The recordings
were made between 1 November and 15 December 1998.
The observation pool~22337 m2! contained four females
and one young male.

The location of the sound source was determined as the
intersection point of two bearings, measured by four
hydrophones ~C50a, Cetacean Research Technology,
www.cetaceanresearch.com! in two groups~Fig. 1!. Most of
the problems described earlier, i.e., the large distance be-
tween and the fixed arrangement of the hydrophones, or the
impact of devices on the dolphins, could be solved by reduc-
ing the distance between the hydrophones in each group to
approximately 15 cm. This arrangement allows analyzing the
time delay ofsingle cycle waves. A specially designed tran-
sient recorder~GKSS Research Center, Geestacht, Germany!
with four channels and an accuracy of 1ms was used. All
four hydrophone channels were triggered simultaneously.
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The analog signals from every channel were digitized into an
8-bit digital data stream with a sampling rate of 1 MHz. The
resulting data stream of 4 MB/ps was continuously saved for
approximately 19 min on a 4500 MB SCSI hard drive for
further analysis.

The two groups of hydrophones were attached to the
wall of the pool with a separation distance of 15 m~Fig. 1!.
The exact distance between all hydrophones was determined
acoustically.

Every acoustic event in the pool produces a wave front,
which passes through the hydrophone groups with a distinct
time delay, which depends on the bearing. This time delay
between the two channels in each group makes it possible to
calculate the bearing and the intersection point of the bear-
ings of the sound source, assuming a plane wave front.

The distance between the hydrophones in each group
was approximately 15 cm. A sound wave in ocean water
needs a maximum of about 100ms to travel this distance. In
the case that the sound source is in line with the hydrophones
the time delay will be 100ms. The opposite case is that the
phase difference is zero, meaning that the sound source is in
front of the hydrophone group and the waves arrive on both
channels in the same moment without a time delay@Figs.
2~a! and~b!#. The high sampling rate of the system allows us
to describe a single cycle wave of 10 kHz in a 100-ms time
frame with a resolution of 100 samples.

It is possible to determine the phase difference visually
on a computer screen~Fig. 2! if there are less than four zero
crossings in a 100-ms time frame. Therefore, it is possible to
analyze frequencies of up to 20 kHz. In relation to the sys-
tem’s sampling rate and with the use of the Pythagorean
theorem, it is theoretically possible to determine the angle up
to a maximum of 0.6 degree in front of the hydrophones.
This precision decreased down to 8 degrees on the sides
~Fig. 3!.

The sinusoidal form of the wave makes it impossible to

recognize which hydrophone was passed by the wave first.
This means that two possible time delays and therefore two
bearings belong to each cycle wave@Figs. 2~c! and ~d!#.

The position of the sound source lies on the intersection
point of the bearings from the two-hydrophone groups~Fig.
1!. In some circumstances, it is possible to get more than one
intersection point. This depends on the possible second bear-
ing of each hydrophone group. However, it is unlikely that
there are dolphins at all intersection points. Therefore, an
assignment is possible in most cases. The coordinates of the
intersection were compared to the video recordings using the
‘‘RaPid’’ time code. It is not possible to correlate the inter-
section points directly to the video view. All photo and video
sources have a distortion of perspective, depending on the
angle of the camera. This distortion must be calculated in

FIG. 1. Schematic diagram of the pool at Dolphins Plus Center. HG1 and
HG2 are the two-hydrophone groups separated by 15 m. The distance be-
tween the two hydrophones in each group is 15 cm. The two dotted lines
show the bearings with a dolphin at the intersection point. The figure is
adapted to the video perspective by using an empirical formula complex.

FIG. 2. Waveform view of a 300-ms ~300 samples! time frame of a whistle
on four different channels. The time frame includes three complete waves,
which corresponds to a frequency of 10 kHz. The gray sector represents 100
ms ~100 samples!. This corresponds to the maximum time delay of a sound
wave~sound velocity in ocean water 1500 m/s! by hydrophone separation of
15 cm. The black bars on thex axis show single cycles of a 10-kHz wave.
There is no time delay in between a and b, meaning that the sound wave
arrives on both hydrophones at the same moment or the delay is smaller than
1 ms. The phase shift between c and d is135 samples or265 samples,
meaning that the sound wave has a time delay of135 ms (TD1) or 265 ms
(TD2) on channel d compared to channel c. This time delay between these
hydrophones belongs to one cycle sinus wave, because the wave consists of
less than four zero crossings and therefore less than two complete waves.
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every case to obtain more exact positions. There are different
methods to do so, all having considerable costs. In this study,
an adequately exact formula complex was empirically devel-
oped.

The precision of these formulas was tested with a white
PVC bar of 3.1 m. This bar was moved around the pool.
Since the length of the bar is constant, the bar must always
be represented by the same number of pixels in any position.
One hundred thirty measurements were carried out. The bar
was represented by 3.0960.38 m on average. This precision
is acceptable and correlates with the quality of the data col-
lected from the video screen. The corrected perspective of
the positions of dolphins based on the calibration can be
correlated to the exact position of the hydrophones and the
corresponding intersection points.

III. RESULTS AND DISCUSSION

The main problem of time delay measurement is to rec-
ognize the starting point of biological signals. The beginning
of a click impulse is easy to recognize by the shape of the
waveform. The beginning of most biological signals, espe-
cially frequency-modulated tones, is not as obvious. To solve
this problem and to get the average of the time delay, experi-
ments with cross correlation over the whole whistles were
performed~Freitag and Tyack, 1993!. However, this method
is very sensitive to different influences. It is practically im-
possible to analyze a fast-moving animal or overlapped sig-
nals in one time frame. In addition, this method requires a
large distance between the hydrophones.

The first results from the data analysis found by using
the method described in this publication show clearly that

this theoretical principal can be used in practice. The method
was used successfully for the analysis of 50 whistles and 30
broadband impulses, meaning that it was possible to identify
a dolphin. Figure 1 shows one of these cases as an example.
The two possible time delays on hydrophone group 2 (HG2)
are 60ms, if the right hydrophone was passed first, and 81ms
if the left hydrophone was passed first. This corresponds to
an angle of 55° to the right and an angle of 38° to the left
side. The angle of 38° was not a realistic option, due to a
fenced-off area for sea lions. The calculation for hydrophone
group 1 (HG1) yields an angle of 60° to the left side. The
bearing on the right side is outside the pool. It can be clearly
shown that there is a dolphin in the intersection point of the
two remaining lines. The precision of this method seems to
be very high and comparable to Fig. 3. Further analyses and
statistical methods have to be employed to calculate an esti-
mate of the precision.

The method makes it possible to analyze very small
parts of signals. This way it is possible to analyze time de-
lays independently from the speed of the animals. Another
advantage is the possibility to analyze overlapped signals, if
they are not completely overlapped. Early experiments show
that it is also possible to filter overlapping signals by their
frequency and subsequently to analyze the time delay for
each filtered signal.

All analyzed sounds were undistorted signals of high
intensity. Very-low-intensity signals with strong background
noise are hard to analyze, because it not possible to see the
signal in the amplitude directly. The reason for this is the
low 8-bit data resolution. The resulting 256 values are not
enough to adequately represent the dynamic range of the
environment. The amplification was increased in order to get
a small dynamic range with a high resolution. The disadvan-
tage of this solution is the loss of all loud sounds, which lie
outside the range of the measurement. The ideal solution for
this problem would be to increase the 8 bits to 16 bits. An-
other solution would be the dynamic preamplification. This
means that a dynamic range with a high resolution is dy-
namically moved over the entire dynamic range caused by
the special situation. For this reason a four-channel dynamic
preamplifier with a frequency range between 50 Hz and 500
kHz was developed in cooperation with GKSS. Recently
some experiments with this preamplifier and the hydrophone
array described in the next section were performed satisfac-
torily.

A further problem is that there are two time delays and
two angles for a single sound wave. This makes it necessary
to know which hydrophone was passed by the wave first.
Earlier experiments show that it is possible to calculate these
with a cross correlation of 10 to 100 wavelengths.

IV. PERSPECTIVE

The biggest advantage of the method described in this
letter lies in the possibility to assemble the hydrophone
groups closely together. An arrangement with two hydro-
phones side by side~for the horizontal angle! and two hy-
drophones above each other~for the vertical angle! provides
the ability to measure 360° on the horizontal and the vertical
angles, respectively. Therefore, this hydrophone cube is able

FIG. 3. This figure shows the precision of bearing angles, depending on the
time delay of the phase shift, calculated using the Pythagorean theorem. The
size of the bearing angles is the difference between two consecutive angles
compared to the time delay in increments of 1ms. It is possible to determine
the angle with a maximum resolution of 0.6 degrees for a small time delay
~in front of the hydrophones!. For a time delay of 100ms and a sound source
on the sides, the resolution decreases to 8 degrees.
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to measure all bearings of sound sources surrounding the
array. The dimension of the cube should not exceed 20
320320 cm3 and can be easily attached to an underwater
video system. If the aperture angle of the camera lens is
known, it is easy to identify the corresponding signal trans-
mitter in a group of animals.

This method allows for conducting experiments in the
open ocean, which provides the opportunity to collect data
with context-specific behavior and the individual acoustic
output of dolphins or other marine mammals.
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A system of independent recording units that can be used to form an arbitrarily large acoustic array
is described. Position of units and timing of signals are obtained from Global Positioning System
~GPS! with precisions within 2.5 m and 50 microseconds, respectively. An integrated hardware and
software solution is presented and results reported from a four-unit feasibility test in shallow water.
Sound sources at a distance of 2 km were located within 2 to 138 m of GPS-derived positions.
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I. INTRODUCTION

A number of large mammals like whales and elephants
produce sounds that travel over distances in the order of
kilometers. Such sounds can disclose the position of the
source when an array of acoustic sensors at known locations
is used. The array generates a set of time of arrivals~TOAs!
for the sound at the sensors. A position~fix! of the source
can then be computed from this set.

There are three fundamental requirements for the
method:~1! the position of the sensors must be accurately
known;~2! sensor output must be recorded in synchrony, and
~3! the aperture~size! of the array must be of the same order
of magnitude as the range to be covered.

There are additional requirements such as knowledge of
the sound velocity field and the need to identify a time
marker in the signal at all sensors. This paper deals with an
integrated approach to meet the three fundamental require-
ments listed above.

Passive, acoustic positioning techniques have largely
been applied at relatively short ranges where the sensor po-
sitions can be fixed or monitored, and the sensors connected
by cables to a central, multitrack recorder. When the aperture
exceeds some 10 m, arrays tend to be cumbersome to deploy
and operate. This restraint is particularly strong for work at
high seas where fixed positions of sensors are not feasible.
Watkins and Schevill~1972! have perfected a shipborne,
four-sensor array with a 30-m separation of the elements,
possibly the limit for a cabled, nonrigid, workable array at
sea. A characteristic of such arrays is that references for
sensor coordinates and synchronization are local, rather than
global. As requirement~3! ~aperture equal to range! is not
met by such arrays, the potential for long-range positioning
and tracking inherent to a number of biological sounds can-
not be exploited.

The advent of GPS~Global Positioning System! has
made it possible to meet requirement~1! ~sensor positioning!
by adoption of global coordinates. With this technique, pre-
cision of sensor positioning is made independent of their

spacing, allowing for arbitrarily large apertures. Radio links
can then be used to satisfy requirement~2! ~recording syn-
chrony!, eliminating the need for cables. Thus, the third re-
quirement can also be met. A number of different implemen-
tations of this principle have recently been published~Hayes
et al., 2000; Janiket al., 2000; Møhlet al., 2000!.

This communication describes an extension of the GPS-
based techniques, using global references for position as well
as for time. The latter is obtained by synchronization with
the atomic clocks onboard the GPS satellites. At each stand-
alone unit of the array, sensor position information together
with time information is recorded continuously on one track
of a stereo recorder, while the sound signal is recorded on the
other. An array built from a number of units satisfies the
three fundamental requirements for long-range acoustic po-
sitioning of biological sound sources. Test results from such
an array are described and evaluated.

II. MATERIAL AND METHODS

A. Overview

The array is constructed from a number of identical units
as outlined in Fig. 1. One channel of a stereo recorder is
allocated to the signal from the sensor via signal condition-
ing circuitry. The other channel is effectively turned into a
digital channel by a frequency shift keying device~FSK!.
The latter transforms the stream of ASCII sentences from a
GPS unit to a tone signal~much like in a telephone modem!
that can be recorded by an audio recorder. The GPS unit~a
Garmin GPS25 LV, 12-channel receiver! provides a 20-ms
pulse synchronized to the atomic clocks onboard the satel-
lites of the GPS system. The leading front of this pulse co-
incides with the 1-s increment of UTC time. The actual UTC
time is identified in an ASCII sentence following the 20-ms
synchronization pulse. The pulse is amplitude-modulating
the tone signal from the FSK device, and is identified on the
tape track as a sudden drop in amplitude of the FSK signal
~see Fig. 2!. To increase the positional accuracy beyond what
is achievable with standard GPS, a special receiver for cor-
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rective signals from local, ground-based radio beacons is
added~dGPS, see Fig. 1.! For a general introduction to the
principle of operation of this system, see Kaplan~1996!.

Not shown in Fig. 1. is a palm-top computer~Psion
3MX!, serving two purposes. It receives the serial output
from the GPS and displays position and quality parameters
of the positional fix. Second, it generates digital labels~elec-
tronic tape log! describing the recording conditions, includ-
ing position of the hydrophone relative to the GPS antenna.
The labels are transferred via the FSK unit to the recorder
under operator control. This facility ensures that log infor-
mation follows acoustic information through all subsequent
copying and analyzing processes.

For data analysis, the content of the DAT tapes is trans-
ferred to CD-ROM files in WAV format, preserving the
original digitization of the recorder. A standard sound-
editing program~Cool Edit, Syntrillium! is used to display
the tracks~Fig. 2!. The time of occurrence of an event is
measured from the onset of the nearest second marker. The
identity of that marker, together with the coordinates~lati-
tude, longitude! of the recording platform at that point in
time, is displayed using custom software~FSK decoder, see
the software section below!. The FSK decoder operates on
the information in the window of the sound editor~Fig. 2!.
Records from the other units are treated similarly, and TOAs
at each sensor derived for the event. The set of TOAs is
subsequently treated by the positioning software~Wahlberg
et al., unpublished!.

B. FSK unit

The FSK unit is build around an XR-2206 chip~Exar!. It
converts the serial, 4800-baud signal from the GPS into a
continuous tone signal consisting of a 20-kHz space tone and
a 17-kHz mark tone. A sensing circuitry monitors the trans-
mit line of the palm-top. In case of activity, the input of the
FSK modulator is switched from the GPS to the palm-top by
a reed relay. In this way, digital label information from the
palm-top is recorded on the tape.

C. Decoding of the FSK signal

An FSK demodulator has been implemented as a set of
C11 modules. The signal is stored in a WAV file as 16-bit
words sampled at 48 kHz. The word stream is copied into
two identical word streams. One is sent through an 18-kHz
digital finite impulse response~FIR! low-pass filter, and the
twin data stream is sent through an 18-kHz digital FIR high-
pass filter. Each data stream is then converted to a rms
stream in a software filter. The two rms values are compared
in a software comparator module. If the rms value from the
high-pass filter is larger than the rms value of the low-pass
filter, then a 0~space value! is output, otherwise a 1~mark
value! is output. This stream is then sent through a software
state machine, which inputs a stream of bits and outputs a
stream of bytes. The stream of bytes is then separated into
ASCII lines. From a specific line, position and time informa-
tion is extracted and output to the screen. The FSK decoding
methods are not affected by amplitude modulation caused by
the marker pulses.

The program for the palm-top is written inOPL lan-
guage. It is menu organized and prompts the operator for
information about recording and environmental conditions in
a standardized way. This ensures that tape log information
from all operators is uniform and linked with the sound track
at all times. Additionally the program provides the operator
with navigational information as well as indicators of the
quality of the actual GPS fix.

D. Field test

Four recording platforms were instrumented with units
as described above. The platforms were anchored in the
Bight of Aarhus in an L-shaped configuration at water depths
between 12 and 23 m with a separation of 1 km, on 6 May
2000. Hydrophones were lowered to a depth of 5 m. A fifth
platform generating test signals was anchored 2 km away
from platform 1 in a direction perpendicular to a line be-
tween recording platforms 2 and 3~Fig. 3!. The signal plat-
form also had a stand-alone recording unit. Sensors were
B&K 8101 hydrophones, supplied with power from B&K
2804 power supplies. Sensor at the source platform was a
B&K 8100 hydrophone. Five Sony DAT recorders of types
TCD-D3, TCD-D7, and TCD-D8 served as recorders. Anti-
alias filters~see Møhlet al., 2000! were used. The passband
of each chain was from 0.1 to 22 kHz and deviations from
flat response compensated for during analysis. Passive at-
tenuators were used between the hydrophones and the signal
conditioning circuitry when appropriate. All recording sys-
tems were calibrated with a B&K 4223 hydrophone calibra-

FIG. 1. Schematics of a recording unit. For explanations, see the text.

FIG. 2. Snapshot from analyzing screen. Top: FSK trace with 1-pulse-per-
second markers; bottom: blasting cap signal. The insert is the decoded GPS
information, showing position to be 56°12.01308 N, 10°18.48378 E, at
13:17:02 UTC.
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tor. Water temperature was measured to 13.7 °C, salinity to
16.4 ppm by a Grant/YSI type 3800 water quality meter.
Velocity of sound was derived from the Leroy equation
~Urick, 1983!, as well as from direct observation of distance
and travel time of the acoustic events. Sea state was 0 to 1.
Traffic from ferries and leisure crafts dominated the back-
ground noise.

A preliminary test was carried out on 12 March at the
same location but with only three units. Water temperature
and salinity at that occasion were 3.5 °C and 24 ppm, respec-
tively.

E. Test signals

Five blasting caps were fired, giving rise to the acousti-
cal events analyzed below. Source levels~SLs! for the five
events were 233 dB64 dB, as derived from measurements at
the source platform at a distance of 3 m.

F. Analysis

Time of arrival of the events at each hydrophone was
measured using CoolEdit to display the number of millisec-
onds since the preceding UTC second mark. The latter, as
well as receiver position, was read from the FSK data with
custom-built software described above. Source positioning
and error analysis were derived from algorithms for 2D ar-
rays given in Wahlberget al. ~unpublished!.

For linear error propagation analysis, sound velocity was
assumed to be known within610 m/s, hydrophone positions
within 2.5 m for dGPS data~data from 3600 measurements
with fixed antenna!, 25 m for plain GPS data, and time mea-
surements to be accurate within 1 ms, all errors given as rms
errors~23standard deviation, or 95% of the error distribu-
tion!.

III. RESULTS

Sound velocity from the Leroy equation was 1481 m/s.
Direct observations yielded a mean value of 147668 m/s.
The positional results of the acoustic events, including error
analyses, are listed in Table I for three different after-the-fact
configurations: a quasilinear array, composed of receivers 1
1213, a triangular array from receivers 11214, and an
overdetermined array~ODA! with all four receivers. The
term overdetermined is used to signify the use of receivers
above the minimum number required, which for a 2D array
is three. Figure 3 shows a hyperbola plot for event 5.

IV. DISCUSSION

The difference between the acoustic source positioning
and the dGPS positions ranges from 2 to 138 m, depending
on event and array configuration~Table I!. The larger differ-
ences coincide with cases where it was difficult to identify
the onset of the event at some of the receivers~events 1 and
2!. The consequences of the differences are quite small in
situations where the calculated range is used to estimate
transmission losses since if a spherical transmission situation
could be assumed, the largest difference in Table I will result
in an error of 0.6 dB. For the remaining events, the differ-
ence between ODA and GPS positions is of the same mag-
nitude as the rms error of the dGPS itself.

The difference in performance of the three configura-
tions is illustrative. The linear array is performing well for
sources in broad side positions. Outside the triangular array
there are areas with poor resolution. For further discussion of
array geometry, see Wahlberget al. ~unpublished!. Finally,
an overdetermined array is advantageous both with regard to
precision, and because it allows for a measured value for the
magnitude of localization error. Addition of more units will
improve the ODA properties.

The linear error propagation model~LEP!, which gets its
input from data known in advance of the actual experiment,
predicts resolution reasonably well, though on the conserva-
tive side, for events 3 through 5. This indicates that one or
more of the parameters entered in the computations is too
pessimistic. TOA timing~set to 1 ms! is a likely candidate as
resolution allowed by recorder bandwidth and signal wave-
form is somewhat better, at least for events 3 through 5.

FIG. 3. Hyperbola plot for event no. 5. Receiver dGPS positions are plotted
as triangles, source position as a circle.

TABLE I. Differences~m! between acoustic and GPS-derived positions for
five blasting cap events. Results from the linear error propagation analysis
~LEP! are added.

Event Array configuration: Linear Triangular ODAb

1 61 138 67616
2 37 15 34630
3 2 3 261
4 6 30 368
5 3 21 664

LEP dGPS 20a 100 7
LEP plain GPSc 30a 500 70

aLEP analysis of a strict linear array.
b6rms errors calculated from residual analysis.
cGPS without differential correction.

436 436J. Acoust. Soc. Am., Vol. 109, No. 1, January 2001 Mohl et al.: Letters to the Editor



The large LEP values for the triangular array are in part
explained by problems of predicting the magnitude of posi-
tioning error in a source–receiver geometry close to an end-
fire situation~as discussed by Wahlberget al., unpublished!.
Still, as a tool for choosing the best configuration of receiv-
ers before deployment, LEP is clearly useful. The last row in
Table I for a situation with plain GPS without differential
correction is derived from LEP~receiver position rms errors
set to 25 m!. It illustrates the importance of precise knowl-
edge of the position of the hydrophones.

The acoustic signals received at the test day of 6 May
were characterized by a prolonged reverberation and at times
by a poor definition of onset. This is contrary to the situation
from 12 March where reverberation was low and onset well
defined. Figure 2 is from a record of that day. Further, the
source levels~SL! derived from measurements at the remote
receivers from 12 March were within 11 dB (n58) of that
expected from spherical spreading losses and absorption~1
dB/1000 m!, while the SLs from the 6 May test were 20 to
40 dB below expectations from such mechanisms.

Compared with a traditional, cabled array, the system
has some advantages and some disadvantages. Among the
advantages is that the range is restricted only by the signal-
to-noise ratio of the sounds, their directionality, and their
timing properties, not by the array itself. With regard to
analysis, we find the present system simpler/faster to operate
than conventional, multitrack data when TOAs differ by
more than some 10 ms. Further, the implementation of a
rigidly formatted, electronic log for each platform is found to
be a time-saving asset during copying and analysis. On the
negative side is the impossibility of using this system for
real-time tracking. Also, operating a fair number of plat-
forms at sea presents logistic problems, even though the plat-
forms may not necessarily have to be manned.

The principle of a globally referenced array of indepen-
dent receivers was conceived as a tool for obtaining source
levels and radiation patterns of clicking sperm whales, a task
where it has satisfied expectations~Møhl, unpublished!. It
may have potentials in fields outside bioacoustics. However,

the modest costs~a unit is about $2000, the recorder being
the most expensive item! make it particularly interesting for
bioacousticians. With this tool it should be possible not only
to obtain source levels at large distances, but also to make
acoustic inventories of certain vociferate populations, to
make acoustic tracking, and to study long-range acoustic in-
teractions.
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